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Abstract— In our recent paper [1], Lyapunov measure is intro-
duced as a new tool for verifying almost everywhere stability of
an invariant set in a nonlinear dynamical system or continuous
mapping. It is shown that for almost everywhere stable system
explicit formula for the Lyapunov measure can be obtained as
a infinite series or as a resolvent of stochastic linear operator.
This paper focus on the computation aspects of the Lyapunov
measure. Methods for computing these Lyapunov measures are
presented based upon set-oriented numerical approaches, which
are used for the finite dimensional approximation of the linear
operator. Stability results for the finite dimensional approxima-
tion of the linear operator are presented. The stability in finite
dimensional space results in further weaker notion of stability
which in this paper is referred to as coarse stability.

I. INTRODUCTION

In nonlinear dynamical systems Lyapunov function based
methods play a central role in carrying out stability analysis
and control synthesis. However as opposed to linear systems
there are very few computational algorithm [2] to construct
these functions in general nonlinear systems. This forms an
important barrier for the wide spread use of Lyapunov based
methods in nonlinear system theory. This paper is an effort
towards overcoming this barrier.

In [3], Rantzer’s introduced a weaker notion of almost
everywhere stability. Density function is proposed for the
verification of almost everywhere stability. Existence of
density function guarantee global attractive property of the
equilibrium solution from almost every with respect to
Lebesgue measure initial condition in the phase space. This
density function is shown to be dual to the Lyapunov
function. In our paper [1], Lyapunov measure is proposed
for verifying almost everywhere stability of an invariant set
for dynamical systems or continuous mapping. Lyapunov
measure is also shown to be dual to Lyapunov function. This
duality between Lyapunov function and Lyapunov measure
is shown to be connected to the dual nature of two stochastic
linear operators called as Koopman and Frobenius-Perron (P-
F) operators [4]. For stable and almost everywhere stable
system, explicit formulas for the Lyapunov function and
Lyapunov measure were obtained in terms of resolvent of
Koopman and Frobenius-Perron operator respectively.

Koopman and Frobenius-Perron operators are used in the
study of transport properties of ODE, dynamical systems
or continuous mapping. While dynamical system describe
the evolution of single trajectory, Koopman and Frobenius-
Perron operators are used to study the evolution of ensembles
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of trajectories. Most recently there has been a significant
interest in the applied dynamical system community to de-
velop a computational tool for the study of global dynamics
using these operators [5]. In particular set-oriented numerical
methods have recently been used to approximate the infinite-
dimensional stochastic linear operator using their finite-
dimensional counterpart [6]. These tools have been used in
the study of approximation and visualization of complex
behavior and invariant sets [5], [7], for transport problem
in celestial mechanics and chemistry [8], [9] and for the
comparison of complex behavior [10], [11].

Almost everywhere stability results for the infinite dimen-
sional Frobenius Perron operator in terms of existence of
Lyapunov measure are proved in [1]. In this paper we present
the stability result for the finite dimensional approximation
of the infinite dimensional Frobenius Perron operator. The
result are motivated from the computation view in mind.
Interestingly the stability in finite dimensional case result in
further weaker notion of almost everywhere stability which
in this paper is referred to as coarse stability. The explicit
formula for the Lyapunov measure in the infinite dimensional
case provides us with various methods for the computa-
tion of Lyapunov measure in finite dimensional space. For
the computation of the finite dimensional approximation
of the Lyapunov measure we used set oriented numerical
approaches developed in ([5], [6])

The outline of this paper is as follows. In Section II,
we summarize some of the key stability result from [1]
for the infinite dimensional P-F operator. In Sections III
we present set-oriented numerical methods for the finite
dimensional approximation of the infinite dimensional P-F
operator. In section IV, we prove result on the coarse stability
in finite dimensional case and give different formulas for
the computation of Lyapunov measure in finite dimensional
case. Examples are presented in section V and conclusion
and discussion follows in section VI

II. STABILITY IN INFINITE DIMENSION

In this paper, discrete dynamical systems or mappings of
the form

xn+1 = T (xn) (1)

are considered. T : X → X , where X ⊂ R
n is a compact set.

B(X) denotes the Borel σ -algebra on X and M (X) the
vector space of bounded real valued measures on B(X). The
mapping T is assumed to be continuous and non-singular.
The mapping T is said to be non-singular with respect to
measure µ ∈ M (X) if µ(T−1B) = 0 for all B ∈ B(X) such
that µ(B) = 0. The stochastic P-F operator for a mapping
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T : X → X is given by

P[µ](A) = µ(T−1(A)), (2)

where µ ∈M (X) and A ∈B(X). The invariant measure are
the fixed points of the P-F operator P that are additionally
probability measures. A set A ⊂ X is said to be invariant for
the dynamical system T if T (A) = A. We use following two
definitions for the stability of the invariant set A

Definition 1 (Almost everywhere (a.e.) stable): An
invariant set A for the dynamical system T : X → X is said
to be stable almost everywhere (a.e.) with respect to finite
measure m ∈ M (Ac) if

m{x ∈ Ac : ω(x) /∈ A} = 0 (3)
where ω(x) is the ω− limit set of A [12].

Definition 2 (a.e. stable with geometric decay): The in-
variant set A ⊂ X for the dynamical system T : X → X is
said to be stable almost everywhere with geometric decay
w.r.t. to a finite measure m ∈ M (Ac) if given ε > 0, there
exists K(ε) < ∞ and β < 1 such that

m{x ∈ Ac : T n(x) ∈ B} < Kβ n ∀ n ≥ 0 (4)

for all sets B ∈ B(X \U(ε)), where U(ε) is the ε neighbor-
hood of the invariant set A for ε > 0.
It can be shown that if A is an invariant set for the dynamical
system T , then the P-F operator associated with T admits
following lower triangular decomposition [1].

P =
(

P0 0
× P1

)
(5)

where P0 : M (A) → M (A) is the Markov operator and
P1 : M (Ac) → M (Ac) is the sub-Markov operator. Using
this decomposition, we give following definition of Lyapunov
measure in terms of sub-Markov operator P1.

Definition 3 (Lyapunov measure): is any non-negative
measure µ̄ ∈ M (Ac), which is finite on B(X \U(ε)) and
satisfies

P1µ̄(B) < αµ̄(B), (6)

for every set B ⊂ B(Ac) with µ̄(B) > 0 and α ≤ 1 is some
positive constant.
Now we state the main result on almost everywhere stability
of the invariant set A in terms of existence of Lyapunov
measure.

Theorem 4: Consider T : X → X in Eq. (1) with an
invariant set A ⊂ X and Ac = X \A. Suppose there exists a
Lyapunov measure µ̄ with α = 1(α < 1), then the invariant
set A is almost everywhere stable (with geometric decay)
w.r.t. to any absolutely continuous measure m ≺ µ̄ .
For proof refer [1]. This in brief summarize the stability
result for the infinite dimensional P-F operator as appear in
[1]. In the remaining sections, we study how these result can
be implemented in the finite dimensional approximation of
the P-F operator.

Fig. 1. (a) Eigenvalues and (b) the invariant measure of the discretized
P-F matrix for the logistic map

III. DISCRETIZATION OF THE P-F OPERATOR

In order to obtain a finite-dimensional (discrete) approxi-
mation of the continuous P-F operator, one considers a finite
partition of the phase space X , denoted as

XL
.= {D1, · · · ,DL}, (7)

where ∪ jD j = X . These partitions can be constructed by
taking quantization for states in X . Instead of a Borel σ -
algebra, consider now a σ -algebra of the all possible subsets
of XL. A real-valued measure µ j is defined by ascribing
to each element D j a real number. Thus, one identifies
the associated measure space with a finite-dimensional real
vector space R

L. In particular for µ = (µ1, ...,µL)∈R
L define

a measure on X as

dµ(x) =
L

∑
i=1

µiκi(x)
dm(x)
m(Di)

(8)

where m is the Lebesgue measure and κi denotes the in-
dicator function with support on set Di. The discrete P-F
approximation arises as a matrix on this “measure space”
R

L and is given by

Pi j =
m(T−1(D j)∩Di)

m(Di)
, (9)

m being the Lebesgue measure. The resulting matrix is non-
negative and because T : Di → X , ∑L

j=1 Pi j = 1 i.e., P is a
Markov or a row-stochastic matrix.

The finite-dimensional Markov matrix P is used to nu-
merically study the approximate asymptotic dynamics of the
Dynamical system T ; cf., [13], [5]. In particular, suppose
µ ≥ 0 is an invariant probability measure (vector), i.e.,

Pµ = 1 ·µ, (10)

such that ∑ µi = 1 then the support of µ gives the approxi-
mation of the attractor and µi = µ(Di) gives the “weight” of
the component Di in attractor A [14].

As an example, Figure 1 depicts the spectrum of the P-
F operator and the invariant measure for the logistic map
T (x;λ ) = λx− x3, where λ = 3

2

√
3 + 10−2. The support of

the invariant measure captures the the chaotic attractor of the
logistic map.
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Fig. 2. A schematic of the three sets A ⊂ X0 ⊂U : A denotes the attractor
set, X0 is the support of its invariant measure approximation, and U is some
neighborhood. The finite partition is shown as the rectangular grid in the
background.

IV. STABILITY IN FINITE-DIMENSION

In this section, discretization methods are used to approx-
imate the Lyapunov measure. The existence of an approxi-
mation is related to yet weaker notions of stability, termed
as coarse stability.

A. Matrix decomposition

We begin by presenting a decomposition result for the
approximation P corresponding to a finite partition. It is
assumed that an approximation µ0, to the physical measure
µ of an attractor set A⊂X , has been computed by evaluating
a fixed-point the matrix P. An indexing is chosen such that
the two non-empty complementary partitions

X0 = {D1, ...,DK}, X1 = {DK+1, ...,DL} (11)

with domains X0 = ∪K
j=1D j and X1 = ∪L

j=K+1D j distinguish
the approximation of the attractor set from its complement
set respectively. In particular, A ⊂ X0, µ0 is supported and
non-zero on X0, and one is interested in stability w.r.t the
initial conditions in the complement X1. For an attractor A
with a physical measure defined w.r.t a neighborhood U ⊃ A,
such sets exist for a sufficiently fine partition such that A ⊂
X0 ⊂U ; cf., Figure 2. The following Lemma summarizes the
matrix decomposition result.

Lemma 5: Let P denote the Markov matrix for the map-
ping T in Eq. (1) defined w.r.t the finite partition X in
Eq. (7). Let M ∼= R

L denote the associated measure space
and µ denote a given invariant vector of P. Suppose X0 and
X1 are the two non-empty components as in Eq. (11) defined
w.r.t µ such that µ > 0 on X0; µi > 0 iff Di ∈X0. Let M0

∼=
R

K and M1
∼= R

L−K be the measure spaces associated with
X0 and X1 respectively. Then for the splitting M = M0⊕M1,
the P matrix has a lower triangular representation

P =
[

P0 0
× P1

]
(12)

where P0 : M0 → M0 is the Markov matrix with row sum
equal to one and P1 : M1 → M1 is the sub-Markov matrix
with row sum less than or equal to one.

Proof: Refer [15] for the proof
Our strategy is to study the stability in terms of properties of
the matrix P1 and define coarser (weaker) notions of stability
with respect to initial conditions corresponding to this.

Fig. 3. A schematic comparing a.e. stability in infinite-dimensional setting
(part (a)) to the coarse stability with finite partitions (part (b) and (c)). In
either case, appropriate notion of stochastic stability is assumed (P1 and P1
transient).

B. Coarse stability

In this section ,stability of the finite dimensional approxi-
mation of P-F operator is expressed in terms of the transient
properties of the stochastic matrix P1.

Definition 6 (Transient states): A sub-Markov matrix P1

has only transient states if Pn
1 → 0, element-wise, as n → ∞.

Intuitively, it makes sense that transience be necessary given
stability or a.e. stability w.r.t initial conditions. Conversely,
transience is shown to imply yet weaker forms of stability
referred to as coarse stability in this paper.

Definition 7 (Coarse Stability): Consider an attractor A ⊂
X0 together with a finite partition X1 of the complement set
X1 = X −X0. A is said to be coarse stable w.r.t the initial
conditions in X1 if for an attractor set B ⊂ U ⊂ X1, there
exists no sub-partition S = {Ds1 ,Ds2 , . . . ,Dsl} in X1 with
domain S = ∪l

k=1Dsk such that B ⊂ S ⊂U and T (S) ⊆ S.
For typical partitions, coarse stability means stability modulo
attractor sets B with domain of attraction U smaller than the
size of cells within the partition. In the infinite-dimensional
limit, where the cell size (measure) goes to zero, one obtains
stability modulo attractor sets with measure 0 domain of
attraction, i.e., a.e. stability. Figure 3 compares some of the
possibilities with a.e. stability in infinite-dimensional settings
and coarse stability using finite partitions. The part (a) shows
that measure 0 invariant sets such as unstable equilibrium
(denoted by o) or a (dashed) line in the plane may arise
in the complement X1 even with a.e. stability. However,
stable equilibrium with a domain of attraction of positive
measure is ruled out. The parts (b) and (c) consider coarse
stability in discrete settings with a rectangular partition in
the background. The part (b) shows that a stable equilibrium
(denoted by x) or an elongated attractor set with a smaller,
than cell size, domain of attraction is possible with coarse
stability. However, an attractor whose domain of attraction
contains a sub-partition S (marked with bold lines in the
Fig. 3) in the complement set is not possible. In particular,
coarse stability rules out the case where the cell containing a
stable equilibrium itself lies in its domain of attraction. The
part (c) shows that it is possible to construct a partition where
coarse stability holds, yet the domain of attraction is very
large w.r.t the partition. This is because the cell containing
the stable equilibrium is not itself contained in the domain
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of its attraction. We believe this to be atypical for reasonable
choices of fine enough finite partition with the lower figure in
part (c) being a better representative. Nevertheless, the scale
of partition is important in deducing stability. The theorem
below formally links the transience of matrix P1 to various
notions of stability considered in this paper. Before stating
the theorem and its proof, we present a simple Lemma that
is needed in the proof.

Lemma 8: Consider two equivalent measures µ ≈ m, and
two sets S1, S with S1 ⊂ S. Then

µ(S1) = µ(S) ⇔ m(S1) = m(S). (13)
Proof: Denote Sc

1
.= S\S1 to be the complement set. We

have, µ(S1) = µ(S) ⇔ µ(Sc
1) = 0 ⇔ m(Sc

1) = 0 ⇔ m(S1) =
m(S).

Theorem 9: Assume the notation of the Lemma 5. In
particular, A is an attractor set in X0 ⊂ X with approximate
invariant measure supported on the finite partition X0 of X0.
P1 is the sub-Markov operator on M (Ac). P1 is its finite-
dimensional sub-Markov matrix approximation obtained with
respect to the partition X1 of the complement set X1 = X \X0.
For this

1) Suppose a Lyapunov measure µ̄ exists such that
P1µ̄(B) < µ̄(B) for all B ⊂ B(X1), and addition-
ally µ̄ ≈ m, the Lebesgue measure. Then the finite-
dimensional approximation P1 is transient.

2) Suppose P1 is transient then A is coarse stable w.r.t the
initial conditions in X1.

Proof: 1. We first present a proof for the simplest case
where the partition X1 consists of precisely one cell, i.e.,
X1 = {DL}. In this case, P1 ∈ [0,1] is a scalar given by

P1 =
m(T−1(DL)∩DL)

m(DL)
, (14)

where m is the Lebesgue measure. We need to show that
P1 < 1. Denote,

S = {DL}, S1 = {x ∈ DL : T (x) ∈ DL}. (15)

Clearly, S1 ⊂ S and existence of Lyapunov measure µ̄
satisfying Eq. (1) implies that

µ̄(S1) = P1µ̄(S) < µ̄(S). (16)

Using Lemma 8, m(S1) �= m(S) and since S1 ⊂ S, we have
m(S1) < m(S). Using Eqs. (14) and (15), this implies P1 < 1,
i.e., P1 is transient. We prove the result for the general case,
where X1 is a finite partition, by contradiction. Suppose P1

is not transient. Then using either the following Theorem 10,
or a general result from the theory of finite Markov chains
[16], [17], there exists atleast one non-negative invariant
probability vector ν such that

ν ·P1 = ν . (17)

Let S = {x ∈ Di : νi > 0}, S1 = {x ∈ S : T (x) ∈ S}. (18)

Claim : m(S1) = m(S). (19)

We first assume the claim to be true and show the desired
contradiction. Clearly, S1 ⊂ S and if the claim were true,
Lemma 8 shows that

µ̄(S1) = µ̄(S). (20)

Next, because S ⊂ X1,

P1µ̄(S) = µ̄(T−1(S)∩X1) ≥ µ̄(T−1(S)∩S). (21)

and this together with Eq. (20) gives P1µ̄(S)≥ µ̄(S) for a set
S with positive Lebesgue measure. This contradicts Eq. (1)
and proves the theorem.

It remains to show the claim. Let {ik}l
k=1 be the indices

with νik > 0. Eq. (17) gives

l

∑
k=1

νik [P1]ik jm = ν jm for m = 1, . . . , l. (22)

Taking a summation ∑l
m=1 on either side gives

l

∑
k=1

νik

l

∑
m=1

[P1]ik jm = 1. (23)

Since, individual entries are non-negative and ν is a proba-
bility vector, this implies ∑l

m=1[P1]ik jm = 1 k = 1, . . . , l
i.e., the row sums are 1. Using formula (9) for the

individual matrix entries, this gives

m(T−1(∪l
m=1D jm)∩Dik) = m(Dik) for k = 1, . . . , l,(24)

where we have used the fact that the pre-image sets are
disjoint and ∪T−1(D jm) = T−1(∪D jm). However, by con-
struction S = ∪l

m=1D jm and thus

m(T−1(S)∩Dik) = m(Dik) for k = 1, . . . , l. (25)

Taking a summation ∑l
k=1 on either side gives

m(T−1(S)∩S) = m(S), (26)

precisely as claimed in Eq. (19). This completes the proof
for the general case.

2. Suppose P1 is transient. In order to show that A
is coarse stable, we proceed by contradiction. Indeed,
using definition 7, if A were not coarse stable then there
exists an attractor set B ⊂ U ⊂ X1 with a sub-partition
S = {Ds1 , ...,Dsl}, S = ∪l

k=1Dsk such that B ⊂ S ⊂ U and
T (S) ⊆ S. Since, the set S is left invariant by mapping T ,

Psk j =
m(T−1(D j)∩Dsk)

m(Dsk)
= 0, (27)

whenever D j /∈ S . Moreover, because T : S → S,

l

∑
j=1

[P1]sis j = 1 i = 1, ..., l, (28)

i.e., P1 is a Markov matrix w.r.t the finite partition S . Form
the general theory of Markov matrix [16], there then exists
an invariant probability vector ν such that

ν ·Pn
1 = ν , (29)
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TABLE I

CONDITIONS FOR RECURRENCE AND TRANSIENCE

Linear (A) Nonlinear (P0, P1)
Invariant set 0 = A ·0 µ = µ ·P0
Spectral condition ρ(A) < 1 ρ(P1) < 1
Series-expansion AT ·P ·A−P = −Q µ̄ = m · (I −P1)−1

Linear Program −− µ̄ ·P1 < µ̄

for all n > 0, and P1 is not transient.
In summary, a.e. stability implies P1 is transient, while one
can only conclude a weaker coarse stability given transience
of P1.

C. Formulae for Lyapunov measure

There are a number of equivalent characterizations of the
transience, expressed in Definition 6, of the sub-Markov
matrix P1. These are summarized in the theorem below and
will be used to obtain computational algorithms for deducing
coarse stability.

Theorem 10: Suppose P1 denotes a sub-Markov matrix.
Then the following are equivalent

1) P1 is transient,
2) ρ(P1) ≤ α < 1,
3) the infinite-series I +P1 +P2

1 + . . . converges,
4) there exists a Lyapunov measure µ̄ > 0 such that µ̄P1 ≤

αµ̄ where α < 1.
Proof: Refer [15] for the proof

In summary, transience of the Markov chain P1 can be
expressed in three equivalent ways useful for distinct com-
putational approaches:

1) Verify a spectral condition ρ(P1) ≤ α < 1,
2) Compute a Lyapunov measure µ̄ using a series formu-

lation

µ̄ = m · (I −P1)−1 = m+m ·P1 +m ·P2
1 + . . . m > 0

3) Compute a Lyapunov measure using a Linear program

µ̄ · (αI −P1) < 0, µ̄ > 0.

The parallels with the linear dynamical system are summa-
rized in the Table 1. The spectral condition is a counterpart
of ρ(A) < 1 for the linear dynamical system. The series
expansion corresponds to the series solution of the Lyapunov
equation. It can also be obtained as a solution of a linear
equation. Finally, the linear program formulation arises due
to the non-negativity of the matrix P1. It does not share any
obvious counterpart in the linear setting.

V. EXAMPLES

Example 11: Consider dynamics on a finite set as shown
in Fig. 4. The dynamics are defined to be

T (xi) = x0, for i = {1,2} T (y1) = x1, for i = {1, . . . ,N}. (30)

The state {x0} is a globally stable attractor and Table II
gives a Lyapunov function and measure on the complement
set {x1,y1, . . . ,yN}. The large value of Lyapunov measure
µ̄ at the point x1 is a reflection of the size (N) of its pre-
image set. In regions (cells) such as these, where the flow

Fig. 4. A schematic for discrete dynamics example with finite number of
states.

TABLE II

LYAPUNOV FUNCTION V AND MEASURE µ̄ FOR THE DISCRETE EXAMPLE

PROBLEM

Complement set x1 yi

V 1
2 1

µ̄ N +1 1

is squeezed through a narrow region, the Lyapunov measure
will have a high value. Near the attractor, this property can
help one visualize convergence to the attractor set. This is
shown with the aid of examples below.

Example 12: Consider the 1-d logistic map

xn+1 = λxn − x3
n, (31)

where λ = 2.3 and X = [−1.5,1.5] are chosen. The value of
λ is specifically chosen to be at the edge of chaos in the
logistic map; cf., [12]. Figure 5 (a) shows the asymptotic
trajectories as a function of initial conditions in X . There
are two symmetric attractors, that a typical initial condition
asymptotes too. Figure 5 (b) verifies this fact with the aid of
the Lyapunov measure on the complement set to the support
of the two invariant measures. We remark that here one
does not have global stability for either of the attractors.
However, existence of Lyapunov measure on the complement
set ensures that in a coarse sense, any initial condition there
ends up in the support of one of the two invariant measures.

Example 13: Consider the Vanderpol oscillator given by
ODE

ẍ− (1− x2)ẋ+ x = 0. (32)

Here, we consider the dynamical system T obtained using
numerical integration of the ODE in MATLAB over time-

Fig. 5. Asymptotic behavior of the logistic map (a) asymptotic attractor
sets as a function of initial condition x0 and (b) the invariant measures for
these attractor sets (in red) and the Lyapunov measure (in blue) showing
their stability.
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Fig. 6. (a) Invariant measure and (b) Lyapunov measure for the Vanderpol
oscillator. The limit cycle is shown as a black curve and white curves in
part (b) denote some representative trajectories. For the Lyapunov measure,
the maximum value of 0.026 was seen at the two regions denotes as “max.”
The color axis in part (b) is chopped to [0,0.002] to better represent the
variations in the value of Lyapunov measure.

interval of 1. The time-interval is chosen to be suitably
large so that T : X → X where the domain X = [−3,3]×
[−3,3] is a finite box containing the unstable origin and the
globally stable Vanderpol limit cycle. Figure 6 (a) depicts
the approximation of the invariant measure corresponding to
this limit cycle and part (b) shows the Lyapunov measure. In
the region inside the limit cycle, the measure shows moderate
variations with larger values near the limit cycle. Outside the
limit cycle, there are two sharp peaks denoting the regions
where most trajectories in the phase space are sucked to
in before converging uniformly to the vicinity of the limit
cycle. The figure shows some of these trajectories (in white)
together with the peaks (denoted as “max”) in the value of
the Lyapunov measure.

Example 14: We next consider the dynamical system T
corresponding to the 2D ODE example first given in [3],

ẋ = −2x+ x2 − y2, ẏ = −6y+2xy. (33)

Unfortunately, this example does not have any finite T -
invariant set containing all of the equilibria even with a large
value of simulation time-interval. The reason for this is that
points on x-axis with x > 2 grow unbounded. To overcome
this, consider the domain to be X = [−4,4]× [−4,4] and
glue its boundaries. In particular, the left boundary (x =
−4,y) is glued to the right boundary at (x = 4,y), the upper
boundary (x,y = 4) with x > 0 is glued to (−x,y = 4), and
similarly on the lower boundary y = −4. Inside the glued
domain, the dynamics are described by the ODE in Eq. (33).
The dynamical system for the same was constructed using
numerical integration over time-interval of 0.2. The origin
can be verified to be a.e. globally stable for this ODE.

VI. DISCUSSION & CONCLUSIONS

Inspired from the Rantzer’s result on density function
for almost everywhere stability, we propose Lyapunov mea-
sure for verifying almost everywhere stability. Set-oriented
numerical approaches for the discretization of the stochas-
tic operators is used for the computation of the finite-
dimensional approximation of the Lyapunov measure. This
finite-dimensional approximation leads to coarser and multi-
scale notions of stability which generalizes in a natural way

Fig. 7. Lyapunov measure for the stable equilibrium at origin for ODE
in Eq. (33) on the glued domain X . The invariant measure is supported
on single cell shown in white at the origin. White curves denote some
representative trajectories.

the a.e. stability of [3]. Lyapunov measures can easily be
computed using linear algorithms. In particular, it is shown
that the Lyapunov measure is a solution to a linear program
as well as admits a series type expansion.
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[7] I. Mezić and S. Wiggins, “A method for visualization of invariant sets
of dynamical systems based on ergodic partition,” Chaos, vol. 9, no. 1,
pp. 213–218, 1999.

[8] M. Dellnitz, K. A. Grubits, J. E. Marsden, F. Padberg, and B. Thiere,
“set oriented computation of transport rates in 3-degree of freedom
systems: the rydberg atom in crossed fields,” Regular and chaotic
dynamics, vol. 10(2), pp. 173–192, 2005.

[9] M. Dellnitz, O. Junge, W. S. Koon, F. Lekien, M. Lo, J. E. Marsden,
K. Padberg, R. Preis, S. D. Ross, and B. Thiere, “Transport in
dynamical astronomy and multibody problems,” International Journal
of Bifurcation and Chaos, vol. 15, pp. 699–727, 2005.

[10] P. G. Mehta and U. Vaidya, On stochastic analysis approaches for
comparing dynamical systems. Spain: Conference on Decision and
Control, 2005.

[11] I. Mezic and A. Banaszuk, “Comparison of systems with complex
behavior,” Physica D, vol. 197, pp. 101–133, 2004.

[12] A. Katok and B. Hasselblatt, Introduction to the modern theory of
dynamical systems. Cambridge, UK: Cambridge University Press,
1995.

[13] B. Fiedler, Ergodic theory, analysis, and efficient simulation of dy-
namical systems. Berlin: Springer, 2001.

[14] G. Froyland, Nonlinear Dynamics and Statistics: Proceedings, Newton
Institute, Cambridge, 1998. Birkhauser, 2001, ch. Extracting dynam-
ical behaviour via Markov models, pp. 283–324.

[15] U. Vaidya and P. G. Mehta, Lyapunov meausre for almost evreywhere
stability. Accepted for publication in IEEE TAC.

[16] J. Norris, Markov Chains, ser. Cambridge Series in Statistical and
Probabilistic Mathematics. Cambridge: Cambridge University Press,
1997.

[17] R. A. Horn and C. J. Johnson, Matrix Analysis. Cambridge:
Cambridge University Press, 1985.

45th IEEE CDC, San Diego, USA, Dec. 13-15, 2006 FrA18.5

5233



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveEPSInfo false
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF005500730065002000740068006500730065002000730065007400740069006e0067007300200074006f0020006300720065006100740065002000500044004600200064006f00630075006d0065006e007400730020007300750069007400610062006c006500200066006f007200200049004500450045002000580070006c006f00720065002e0020004300720065006100740065006400200031003500200044006500630065006d00620065007200200032003000300033002e>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


