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Homework 7  STAT 330 S’04 Practice for Exam #2

STAT 330 Exam 2  11/2/01    Name________________________________

This exam consists of two conceptual parts, namely equivalent events, and expectations of functions of random variables. Below are some useful related definitions and facts:

FACT 1: For a 2-D random variable [X,Y] and any function g(x,y), we have    
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If X and/orY are discrete, then the integration operation can be replaced by summation.

DEFINITIONS:
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FACT 2: 
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SUGGESTIONS The work area associated with a given problem is intended to offer enough space to solve it. If you are in need of significantly more space, you are probably going about it the hard way, or are not interpreting correctly what is being asked for. The only problem that might require a little bit more thought in order to formulate the solution is Problem 4. For this reason, you may want to leave it until last. If you have any questions, do not be afraid to come up and ask. At the very worst, I will tell you that I cannot answer you. Finally, be sure to show HOW you arrived at an answer. An answer without this will receive no credit. Good luck!

NOTE: This is a closed book, closed notes, no scrap paper, no calculator exam. Violation of any of these will disqualify the exam. If you need extra space, then use the back side of a page, and refer to it.

PART 1 (50 pts): Problems involving “EQUIVALENT EVENTS”

1. (10 pts) For X ~ N(100,52 ) use the N(0,1) table supplied, to find the probabilities:

(i) Pr[ X < 95 ] =

(ii) Pr{X is within ( 3( of its mean}=

2. (10 pts). Suppose X and Y ~ iid Bernoulli(p) random variables. Find the probability model for  Z=|X – Y|. 

3. (15 pts) The performance, X of a code as a function of operating system, Y is summarized in the probability chart below.

                                                              Operating System, Y

	Performance, X
	     Y=0
	    Y=1

	Failed [X=0]
	     0.05
	     0.1

	Worked [X=1]
	     0.45
	     0.4


Describe specifically how you would simulate [X,Y] using the Uniform[0,1] random number generator. [Hint: How would you generate a simple Ber(p) random variable?]

4. (15 pts) Suppose the level of a toxin (in parts per million; ppm) in normal drinking water is X as described in Problem 1. There is concern that a region’s water supply has been contaminated by terrorists. To investigate this, a total of 25 independent sites in the region were tested. The sample mean was found to be 103. The goal of this problem is to decide whether to announce that the mean toxin level has increased. Because announcing that we think it has increased may cause panic and other problems, we select a false alarm probability of 
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 = Pr{We announce the true mean of X is greater than 100 ppm, when in fact, it equals 100 ppm]. Our method will be to compare our estimated mean to some threshold value (which will clearly be bigger than 100 ppm- the question is: how much bigger). So, if 
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 we will announce that the supply has been contaminated. Using your knowledge of the distribution of 
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, along with the above information, decide whether you should make such an announcement.

PART 2 (50 pts): Problems involving EXPECTATIONS of functions of random variables.

5. (15 pts) The correlation coefficient 
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associated with X and Y of Problem 3. Compute numerical values for the 3 elements needed to compute 
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6. (20 pts) The website Unsitely-Web has been experiencing unusual slowdown throughout the evening hours of 8pm to 12 am. In order to consider its options for addressing this problem it has collected 2100 samples of data, including the time a connection was established and the duration of the connection. A scatter plot of this is shown below. Summary statistics include:
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(a) (10 pts) Using visual inspection, draw a line on the graph to arrive at a linear model, 
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, which attempts to predict Y as a function of X for this portion of any day.

(b) (10 pts)  The minimum mean squared error values a and b of a linear predictor model 
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 are the ones that the following two conditions:

                (i) 
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              (ii) 
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Clearly, the value of b that satisfies (i) is: 
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. Show that the value of a which satisfies (ii) is given by: 
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. Do this by completing the following development:
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7. (15 pts)  A discrete random process  
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is simply an infinite collection of random variables. It is said to be (weakly) stationary if the following two conditions hold:

(C1)
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 (i.e. they all have the same mean)

(C2) 
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 (i.e. the covariance between any two random variables depends only on “how far apart their index values are”. Here, it equals j)

(a) (5) Let 
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 be a collection of independent and identically distributed random variables, each with mean equal zero and variance equal to one. This collection is a stationary process. 

(i) What specific supplied information tells you that (C1) is satisfied?

(ii) What specific supplied information tells you that 
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(b) (10) Consider the random process 
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. It is easy to show that this is also a stationary process. You don’t need to show it. You DO need to develop numerical expressions for 
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