Homework 5           STAT 330    S’04      DUE Wed. 3 March

1. Write a code to simulate data associated with the potential for an error to occur in transmission of a single bit on information. Your code should allow the user to specify the probability, p, that an error occurs. After you have written the code, validate it, by computing estimates of this p-value for various numerical values of p.

2. Write and validate a simulation code related to errors in two successive bits. As in 1., the model probabilities 
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are to be user-specified (you may want to have check in your code that flags the user if the specified probabilities do not sum to 1).  In validating this code, consider at least 2 sets of p-values, one of which should correspond to the condition that errors are independent.

3. Write and validate a code that simulates an exponential random variable with user-specified parameter, λ. Recall, that such a pdf is common to the time-to-failure of many electrical components.

4. Write a code that validates the claim of the Central Limit Theorem for the case where the random variables are iid Bernoulli(p) random variables. In validating this code you should consider two different values of p: 0.5 and 0.01. For each value you should consider the following sizes of the collection: 100, 1000, 10,000. Be sure to discuss your findings; in particular how “large” n must be for each p-value in order for this theorem to be a reasonably good approximation.

5. In doing 4. you will need to compute the the sample mean of the n random variables. The purpose of this problem is to investigate just how good an estimator of the true mean the sample mean is. To this end:

(a) Compute the mean and variance of a Bernoulli(p) random variable.

(b) Use the linearity of the expectation operation to compute the true mean of the random variable 
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for iid Bernoulli(p) random variables.

(c) Since these random variables are independent, it turns out (from class) that the variance of their sum equals the sum of their variances. Use this fact, along with the linearity of the expectation operation, to show that the variance of 
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 equals the variance of X in (a) divided by n.

(d) Write a simulation code to generate 1000 samples of 
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, and compare the sample mean and variance of this data set with what is predicted by (b) and (c). Do this for the 2 p-values given in 4. Be sure to discuss your findings
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