4.6

Lecture 4
2.3 PRINCIPLES FOR EFFECTIVE EXPERIMENTATION
2.3.1 Taxonomy of Variables
Definition 2 (p. 38) A response variable is one that is monitored as characterizing system performance/behavior.

REMARK The definition 2 above for a response variable is one of many examples of the multiple usages of the term variable. In the sense of the definition, it is a characteristic or property of an entity. This is in stark contrast to a random variable, which is an act of measuring the value of such a quantity. Indeed, the act of, in some specified way, measuring a characteristic is not the characteristic, itself. All of the defined variables that follow here are characteristics or properties; they are not random variables.
In-Class Example 4.1 It is desired to investigate the influence of piston/bore clearance on eccentric loading of the piston arm during a cycle of crankshaft rotation. To investigate these two quantities, we must define two random variables; namely, the act of measuring the clearance and the act of measuring the load. There are many ways to measure the clearance. The most natural might be to first measure the piston and bore diameters, and then subtract the first from the second. Thus, in this framework we need to first define two more random variables; namely, the acts of measuring the piston and bore diameters. Suppose that we will measure each of these with a standard calipers. Call these actions P and B, respectively. Then the act of measuring the piston/bore clearance (call it C) requires the additional computational action C = B – P. 
QUESTION: If you were given the choice, would you prefer to have measurements of only C, or of both P and B?  ANSWER: _______________________________________________________________________

WHY? ______________________________________________________________________________
Definition 3 (p. 38) A supervised (or managed) variable is one over which an investigator exercises power, choosing a setting or settings for use in the study. When such a variable is held constant it is called a control variable. When it is given more than one setting, it is called an experimental variable.

Definition 4 A concomitant (or accompanying) variable is one that is observed, but is neither a response nor a managed variable.
2.3.2 Handling Extraneous Variables
In-Context Definition (p.40) Variables that could influence the response, experimental, and/or concomitant variables, but which are either ignored or not of interest because there is no practical way to control them are examples of extraneous variables. 
Definition 5 A block of experimental units, experimental times of observation, experimental conditions, etc. is a homogeneous group within which different levels of primary experimental variables can be applied and compared in a relatively uniform environment.

In-Context Definition (c.f. p. 41 Example 7 continued) A blocking variable is a variable that is neither a response nor a primary experimental variable that is specified to construct a block.
QUESTION: What is the difference between a blocking variable and an experimental variable?
ANSWER: ___________________________________________________________________
Example 7 (p. 39) D&D conducted a study relating to the strength of glue joints in wood. In particular, the main variables of interest were (i) joint strength in tension, and (ii) joint strength in shear loading. Hence, they had a 2-D response variable, 
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which is the act of measuring the breaking strength in tension, Y1, and measuring the breaking strength in shear, Y2.

In-Class Definition 4.1 Any two random variables, say, U and V, are statistically independent if a measurement of U contributes nothing to the predictability of the value that V will take on.
QUESTION: In Example 7 do you think Y1 and Y2 are statistically independent?

ANSWER: ___________________________________________________________________
The primary experimental variables were identified as (i) wood type, and glue type. Hence, they had a 2-D experimental variable, which was the act of recording the wood type (e.g. 1=pine, 2=oak), X1, and the act of recording the glue type (e.g. 1=standard wood glue, and 2=special epoxy).
The variable moisture content was not observed in the study. Had it been measured, even though it was not a designated experimental variable, it would have been a concomitant variable.
Had D&D considered roughness of the joints, they could have used it as a blocking variable by partitioning the wood pieces into two groups (or blocks); namely smooth and rough surfaces. In this way, the act of measuring the roughness of each of the two surfaces to be joined, R=(R1, R2) would not be an experimental variable.

QUESTION: Why do the authors not classify R as being an experimental variable? Do you agree?
ANSWER: _________________________________________________________________

                   _________________________________________________________________

□

Let’s pause now, and try to connect some of the defined quantities to date. 

QUESTION: How does a factorial study (c.f. Ch.1 Definition 13 on p. 12) relate to experimental variables?

ANSWER: _________________________________________________________________

QUESTION: In the above Example 7, how would you describe the factorial study were it to include the roughness blocking variable in addition to the primary experimental variables wood type and glue type? Give your answer in mathematical notation.

ANSWER:_________________________________________________________________
Definition 6 (p. 41) Randomization is the use of a randomizing device at some point where protocol has not been dictated by specification of the supervised variables. The device can be used to randomly assign members of a group of objects to different experimental conditions, or it can be to randomly proceed in conducting the measurements over the specified range of conditions.
Definition 7 (p. 44) Replication of a setting of experimental variables means carrying through the whole process more than once.

NOTE (c.f. p. 43): “Random sampling is only guaranteed to be effective ‘on the average’; i.e. over a large number of replications, the results of which have been averaged.

Example 9 (p.45) An analysis of two batches of steel ingots (one with a new additive, the other without it) suggested that the additive made a significant improvement. After implementing that additive, it was noted that it had actually degraded the steel. “The key to understanding what had gone wrong was the issue of replication. In a sense, there was none. The engineer has essentially re-measured the same two physical objects (the batches) many times. He learned about the two particular batches, but little about all batches of each type.
QUESTION: Do you ‘buy’ this viewpoint? Why? Why not?

ANSWER: ______________________________________________________________________
_______________________________________________________________________________
2.4 SOME COMMON EXPERIMENTAL PLANS

2.4.1 Completely Randomized Experiments
Definition 8 (p. 47) A completely randomized experiment is one in which (1) all experimental variables are of primary interest, and (ii) randomization is used at every possible point in developing the experimental protocol.
REMARK This section of the book has a number of good examples. You are encouraged to go through them, and then, if you have any questions, bring them to class.
2.5 PREPARING TO COLLECT ENGINEERING DATA

This section gives a sequence of 12 steps to follow in planning an engineering study. It can be invaluable in guiding you in your professional studies. Because of the large number of steps, this section will not be covered in class; nor are you responsible for it in any homework or exam problems. 

In-Class Example 4.2 (Book problem 5 on p. 64) A research group will test 3 different methods(cal them A, B, and C) of electroplating fiberglass automobile bumpers. Adhesion of the material is believed to be strongly influenced by the surface roughness of the fiberglass. To investigate this, 18 bumpers are available. They are assigned numbers according to their relative surface roughness. Bumpers 1-6 are labeled ‘smooth’, bumpers 7-12 are labeled ‘normal’, and bumpers 13-18 are labeled ‘rough’.
(a) For each class of 6 bumpers, use Table B.1 to determine how they will be assigned to the 3 methods of plating (i.e. treatments). 
Consider first the set of smooth bumpers. There are many ways to accomplish this. Here, we choose to proceed by first randomizing the set of treatments {A1, A2, B1, B2, C1, C2}. Assign the set of numbers {1, 2, 3, 4, 5, 6} to these treatments, respectively. The first row is
Row 1:      12159661440509113446456531368466024914105135122772.

Hence, the order of the treatments for the smooth (S) bumpers will be: 

                            1(AS1) , 2(AS2) , 5(CS1) , 6(CS2) , 4(BS2) and 3(BS1).
(1a)

Next, we will use the second row of the table to determine which of the 6 smooth bumpers is assigned to each treatment. The second row of Table B.1 is:

Row 2:    30156905199578547544667353575411088673101972008379.

Hence, the bumpers assigned to (1b) will be:

                                          3   ,   1   ,   5   ,   4   ,   6   ,   2
(1b)

The above procedure is then repeated (using new rows of Table B.1) for each of the sets of normal and rough bumpers.

(b) If equipment limitations are such that only one bumper can be plated at a time, but that it is possible to plate all 18 bumpers in one day, in what order would you plate them?
We have already obtained the pairing between bumpers and plating methods. In the absence of reasons to sequence the plating order, we will use the table to randomize the order. This necessitates assigning some prior natural order first. The randomization will then permute that order. Suppose that environmental influences that change throughout the day are acknowledged. Then we would want to in some way rotate through the 3 treatments throughout the day. To this end, consider all the treatment:
        Method A:       AS1    AS2   AN1   AN2   AR1   AR2

        Method B:       BS1    BS2   BN1   BN2   BR1    BR2

      Method C:       CS1    CS2   CN1   CN2   CR1    CR2

Our progression will begin by choosing the order of the first round of methods {A, B, C}={1, 2, 3}. Using Table B.1 row 3, we obtain the progression 1 2 3 = A B C. Before we proceed to round 2, let’s now select the first 3 bumpers. Treatment A includes 6 bumpers (2 for each class of smoothness). We will use the table to select one of them. Then we will use the table to select one from the Treatment B and Treatment C groups of bumpers. Round 2 proceeds in the same way, except that now there are only 5 bumpers for each treatment. Of course, this use of the table can be ‘stream-lined’. We used it in a more laborious way to try to make things clear.
While the authors go further in the selection direction (parts (c) and (d) ), we will go in a different direction that arrives at conclusions regarding the investigation. To this end, we need to specify the most important variable of all; namely the one relating to how well the plating adheres. Suppose that a type of ‘scrape test’ will be used; in particular, the force needed to scrape a piece of plating from the fiberglass will be used. For each of the two plated smooth bumpers, we will scrape off 10 pieces of plating. We will then compute the average of the 20 force values. This will be repeated for the normal and rough bumpers, so that for treatment A, we have the set of variables {FAS, FAN, FAR}. Similarly, we will obtain the sets {FBS, FBN, FBR} and {FCS, FCN, FCR}. Next, we can plot each of these 3 sets of forces against the set {S, N, R}. Let’s imagine what we might get, as this can help us to decide not only where we might go from there, but more importantly, if we need to alter the experiment before we even begin it.
Scenario #1
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From this figure, we would conclude that Method B is best; especially for smooth surfaces.

Scenario #2
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From this figure we might conclude that all methods are inversely proportional to roughness level, but that B is best. However, BE CAREFUL HERE!!!!! Wherever there is a number, REMEMBER: It came from somewhere! The actions that resulted in the numbers are random variables. And random variables have variability (i.e. a variance). And so, before we make the above conclusion (which may result in very expensive management decisions), we MUST address these random variables. What if it turns out that each has a standard deviation of ±1.5 #. Then the question of whether the observed differences are real or simply due to variability of the actions that gave them becomes important.
Scenario #3
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Looking at the range of the vertical scale, one might conclude that there is no real difference between the plating methods, nor does roughness play a role. Again, BE CAREFUL. The figure is only in relation to the mean values of the random variables (Remember? You used averages.) It could be that one method has much more variability than the other two. No consideration of this was given.
QUESTION: How would you address the relative variability of the three methods?
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