3.7

Lecture 3  
2.1.1   MEASUREMENT

Definition When operators (living or otherwise) make a given type of object, the concept of repeatability relates to the amount of variability of object qualities for a given operator. The concept of reproducibility relates to the amount of variation between operators. These two concepts are sometimes called gauge R & R studies.

In-Class Example 3.1 The newly designed measuring calipers is to be evaluated. For this purpose, 10 different inspectors are each asked to perform 20 measurements of a calibrated steel bar, whose length is known to be 10 cm. 

(a) For the kth inspector, describe in mathematical notation, the actions that will be performed.
Answer: _______________________________________________________________
(b) What quantity related to the actions in (a) is of interest in assessing the repeatability of this kth inspector?
Answer ________________________________________________________________
(c) How might you estimate the quantity in (b)? Describe this estimation action in words and in mathematical notation.
Answer ________________________________________________________________
(d) Suppose that you desire to determine whether there exists a ‘lack of reproducibility’; that is, whether there exists any significant difference between among the amount of inspector-dependent variability in using the calipers. Formulate a clear statement of your ‘null’ and ‘alternative’ hypotheses.
Answer _________________________________________________________________


□

QUESTION: What are some fundamental concepts underlying the above example?

ANSWER:

· ____________________________________________________________________

· ____________________________________________________________________

· ____________________________________________________________________
2.1.2   SAMPLING

“How much data?” In relation to this question, the authors state  a number of important points:

(P1) The sample size is, generally, proportional to the amount of population variability.

(P2) Fo a large population, “sample size requirements do not depend on the population size.”
“Who should collect the data?” Someone who has no ‘biases’.

“Where should the data be collected?” As ‘close’ as possible (in space, time, and, generally speaking, setting of the phenomena of interest.

The above discussions from the book are, in my opinion, common sense. However, there are other elements of data collection that are not as clear cut. The first has to do with the sample size directly. 

In-Class Example 3.2 Suppose that you are interested in voter preferences in the upcoming presidential election. To estimate their preference between the leading Democrat and Republican candidates, you conduct a poll of friends and acquaintances. Your results indicate that 65% support the Democrat candidate. This ‘inside information’ leads you to place bets as to who will win the election.

COMMENT ON THIS LOGIC __________________________________________________________. 
____________________________________________________________________________________
One point of the above example is that if you have defined a ‘population’, then it would behoove you to sample it in a way that captures its entirety. A second point is that, if you desire to get the maximal ‘information’ from your sample, then you should try to ensure that the elements of your sample are independent of one another. 

In relation to independence, we will show that the variability of the estimation of many items of interest (e.g. the mean or the variance) is inversely proportional to the sample size only if the elements of your sample are uncorrelated with one another. To emphasize this point, and to point out another topic the authors do not address, consider the following.

In-Class Example 3.3 You are interested in estimating the mean value of wind speed impinging on a wind turbine. To this end, suppose consider a segment of wind speed shown in Figure 3.1 below.
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Figure 3.1 Sample measurement of wind speed over a 2000 second period (top), and a zoomed region of this period (bottom).

QUESTION: How rapidly should the wind speed be sample to ensure that adjacent samples are uncorrelated?
ANSWER ___________________________________________________________________________

____________________________________________________________________________________

Suppose that your data acquisition hardware samples the wind speed every Δ seconds, and that one sample set includes 50 samples. 

Describe the action that results in a sample set in mathematical notation.
Answer: Let 
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denote the action of collecting the kth sample. Then the composite action associated with collecting a 50-sample segment of wind speed is 
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Suppose that the following (ergodic) assumptions hold:
(A1) Each Xk has one and the same mean value.

(A2) The dependency between Xk and Xk+m depends only on m, and not on k (for a chosen sampling interval Δ)

QUESTION: In relation to (A1), why is the case where the mean is zero not of primary interest in relation to the wind turbine setting?

ANSWER __________________________________________________________________________


□
From figure 3.1 it should be clear that if you sample too fast (i.e. Δ is too small), then adjacent measurements will very related to each other. As undesirable as this might be in relation to reducing the variance of estimates of important parameters (e.g. mean and variance parameters), there is a very obvious reason for fast sampling; namely that you can more clearly see the behavior of the underlying continuous- time phenomena. Furthermore, if you sample the phenomena sufficiently fat, then you are guaranteed the ability to accurately reconstruct the original continuous-time phenomena (to any desired degree of digital resolution) from the sampled date. This fact is known as the Nyquist Sampling Theorem.  
Nyquist Sampling Theorem A function of time, f(t) can be perfectly recovered from its sampled version, f(kΔ), of the following two conditions hold:

(C1) f(t) is perfectly bandlimited; that is, if there exists some finite radial frequency, ωo, such that the Fourier Transform of f(t), F(ω), satisfies the condition |F(ω)| = 0 for all ω > , ωo, and

(C2) The radial sampling frequency 
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We will discuss this theorem latter in the course.  For now, it suffices to summarize this theorem. In simple terms it states that f(t) must be sampled fast in relation to its bandwidth. A very low frequency function of time (one that proceeds slowly, or with only slow ‘wiggles’) can be sampled more slowly than one that oscillates rapidly. On the other hand, if one is not interested in being able to retain all the information in a signal, but, rather, is interested in collecting samples that are so far apart as to have nothing to do with one another, then the sampling interval, Δ, should be large (usually much larger than the Nyquist sampling interval 
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In-Class Example 3.3 continued. If one were to sample the wind speed shown in Figure 3.1 at a rate of 1 sample per second, then visually one can see that the two samples cannot be very far apart in value, since this sampling frequency is fast relative to the general oscillations. However, in this case, averaging the data will not yield a very good estimate of the mean. The reason is that, in a sense, the samples are somewhat redundant. □
2.2 SAMPLING IN ENUMERATIVE STUDIES
In this section the authors concentrate their examples on survey sampling, wherein one has defined a population of persons or objects, and one wishes to obtain a representative sample of that population. The following examples are intended to provide motivation for taking due care in such sampling situations.

Example 3.4 in recent weeks, management has noted an increase in non-conforming chemicals that are obtained by mixing two chemicals. It appears that the mixing valve might be slowly failing, but it could also be that the viscosity of one of the chemicals is not what it should be. The engineer assigned to conduct the investigation decides to collect a sample of each chemical every morning before he attends to his other duties. The problem here is that the mixing process is initiated each day, about 15 minutes prior to his collection of data. Hence, he is ignoring the possibility that the problem could be occurring later in the day, after the temperature of the operation environment has increased. There are two options for addressing the possible time-of-day factor. First, he could randomize the time at which he collects the data. Second, and at greater expense, he could collect samples at certain specified times throughout each day. 
Example 6 (Book p.34) A student decided to investigate student reaction times under two different lighting conditions. To this end, he used a table of random digits to make his selection of 20 students from his coed dorm floor. While the authors do not mention it, it should be clear that he has limited his population to only students on his floor. Were he to present his findings and claim that they apply to all students, his sampling procedure could be severely flawed; especially if the students living on his floor shared certain attributes not found in other students.
Definition 1 (Book p.34) A simple random sample of size n from a population is a sample selected in such a manner that every collection of n items in the population is a priori equally likely to comprise the sample.

In-Class Example 3.5 You are assigned to inspect a sample of 5 items from each box that arrives at the receiving dock. Each box contains 1000 such items.

QUESTION: How would you go about selecting the 5 items from the box?

ANSWER: ________________________________________________________________________
QUESTION: What is one motive for your sampling strategy?
ANSWER: ________________________________________________________________________
Random digit tables and simple random sampling
The authors explain how to use a random digit table such as Table 2.2 (p.35), or the larger Table B.1 (p.785) for sampling a population of size N whose elements have been assigned numbers in some way. If N has M digits, then proceeding along the table from left to right and top to bottom, you consider each sequence of M digits as the number of the next element to be sampled. If the M digit number is greater than N, or it has already been taken, then you simply skip it, and consider the next M digit number. 

The authors then present a second method that uses the random number generator in MINITAB. As an example, they consider a random selection of 25 numbers from the set of numbers {1, 2, 3, …, 80}. The idea is very straightforward. The random number generator is told to generate an integer between 1 and 80. The first item sampled will have this number. Then a second number is generated. If it differs from the first, then the element with this number is the second sample. When the kth number is generated, if it differs from all of the prior k-1 numbers generated, then the element with that number is taken as the kth sample. If it has already been previously generated, then it is simply discarded.

In-Class Example 3.6 The mean surface roughness of a new composite is to be estimated. Your colleague has mapped out a grid of 10x20 (row x column) points at which measurements will be made. The points are labeled numerically from #1 to #200 beginning at the upper left corner of the specimen, proceeding to the right across the first row, then dropping to the rightmost point of the second row and proceeding to the left, etc. 

QUESTION 1: Why might you desire to randomize the order of the measurement sequence?

ANSWER: _________________________________________________________________

QUESTION 2: Why might a randomization not be desirable?

ANSWER: _________________________________________________________________
Using  the first row of the Table B.1 (p.785), the following sampling order begins as:
121 596 614 405 091 134 446 456 531 368 466 024 914 105 135 122 772 

Hence, the first row of the table has identified the first 7 measurement locations. However, that table includes only 40 rows. So, it is possible that not all of the 200 locations will be identified. An alternative would be to use
Matlab’s Uniform Random Number Generator (rand.m): The command rand(m,n) produces an m x n array of numbers whose values lie between 0 and 1. To use this generator to obtain integer numbers between 1 and 200, consider the following Matlab code  to generate a row of 10 such number:
% PROGRAM NAME: gen1.m

u=rand(1,1);     % Generates a number from the continuous interval [0 , 1]

v=80*u;            % Converts to a number from the continuous interval [0 , 80]

w=ceil(v);         % Converts to an integer from the set {1, 2, …, 80}

The output from one run is:
>> gen1

w =     64    15    40    36    52    57    61    23    55    53
QUESTION: What is the mathematical notation for the action that gave the 10 numbers?

ANSWER: ____________________________________________________________

QUESTION: If our interest is restricted to Matlab’s claimed act of generating a number from a uniform distribution, let X denote this action. What is SX?

ANSWER: ___________________________________________________________

QUESTION: In relation to this question, how might you proceed to evaluate whether or not the distribution is, in fact, flat (i.e. uniform)?

ANSWER: __________________________________________________________


□
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