10.7

Lecture 10    A DEEPER UNDERSTANDING OF Q AND Q-Q PLOTS
3.1.3 Scatter Plots and Run Charts We will skip this section, and return to in later.

3.2.1 Quantiles and Quantile Plots
For convenience, we repeat the definition given in the last lecture. Definition 1. Suppose that we have a scalar-valued data set (also called a sample), 
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(D1.1) The sample range is the closed interval 
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(D1.2) The sample pthquantile is a number 
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, such that p% of the data lies in the interval 
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The authors go into greater detail in their definition of a quantile (see Definition 1 on p. 78). And so, we will address their detail in the hopes of clearing up any confusion that might arise. 

A Discussion of Q Plots and Q-Q Plots

Suppose that we have measurements of a random variable, X,  that we have ordered from smallest to largest in numerical value: 
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. We want to use these measurements in relation to specified probabilities associated with X. And so, without resorting to interpolation (to be discussed later), the probability values that we specify are in increments of 1/n.

Definition 1 (book p.78) The p-th quantile of a data set 
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in the following way: 

If 
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for a specified positive integer, 
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, then the pi quantile of the data set is defined as the ith smallest number, 
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. A Q-plot is a plot of  the points { (pi , xi ) } connected with straight lines.
We now give two viewpoints of quantiles, in the context of an example.

Example 7.1. Consider the following 10 ordered measurements of a random variable, X:

                                  {2, 4, 5, 5, 7, 11, 14, 15, 16, 18}.
Viewpoint 1- Quantiles in relation to the ordered data set, 
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Since n = 10, the values of p corresponding to the above data set are {0.05, 0.15,…,0.95}. The Q-plot is shown below.
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                                      Figure 9.4 A Q-plot of the data set given above.

From this plot we see that the 0.85 quantile is 16. We also see that 5 is the 0.25 and the 0.35 quantile, since it is repeated twice. The 0.5 quantile (also called the median) is 9.5.

The viewpoint here is data-based; that is, there no need to address the concept of a random variable or probability. Figure 9.4 is simply a description of the ordered data. There is no need for any concepts related to this course, in order to construct a Q-plot. It is a straightforward high school level calculation. However, as noted repeatedly, seldom is such information intended to not suggest anything more. For example, if you score in the 85 percentile (i.e. the 0.85 quantile), it is meant to suggest that your score is good as 85% of not only those who took the test, but of those who have taken the test at one time or another (i.e. of an entire population.

Viewpoint 1- Quantiles in relation to the Random Variable, X
What is the meaning of 
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 in relation to estimated probabilities for X? Well, if we consider the case that none of the elements of the data set 
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are repeated (hence, the inequality signs can be replaced by strict inequalities), then the number 
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is that number, such that i of the n numbers comprising the data set are less than or equal to it. Hence, one estimate of the probability that a future measurement of X would fall in the interval 
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 is simply p=i/n. The problem with this estimate of probability is that, if we consider the interval 
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, our estimate of the probability that a future measurement of X would fall into this interval would be one (or 100%). But this is the same as saying that it must be no greater that 
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. However, remember that our measurement set 
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is just that: a collection of n measurements of X. And were we to collect another n measurements of X, it is likely that the value of the largest number, 
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, would be different; and even greater than the current value. Hence, to make such a strong statement of probability in relation to X is just not reasonable. It is safer to use the estimate 
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since, now, for i=n, our estimate of the probability that a future measurement of X would fall in the interval 
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 is not one, but, rather, 
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. For large n this value will be close to one. But it allows us to recognize that a future measurement of X could be a number greater than 
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QUESTION: For 1000 measurements of X, what is the estimate of the 
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QUESTION: Suppose that EEG is being sampled with a small sampling interval (in relation to the EEG bandwidth). Why (1) could be an extremely poor estimate of the 
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Q-Plots for data with repeated values. 
What if we have repeated numbers in the set 
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? Well, note carefully the set 
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. The right endpoint of this interval is included in it. In words, this interval is “the set of all possible values that X could take on less than or equal to 
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. So, the question to be address is: How many of the n measurements are less than or equal to 
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? One estimate of the probability that a future measurement of X would fall into the interval 
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 would be to take the largest value of i that includes all the replicates of the number, and use that i-value in (1) above to estimate this probability. 

Example 7.1. Consider the following 10 measurements of a random variable, X:

                                  {2, 4, 5, 5, 7, 11, 14, 15, 16, 18}.

Since 4 of the 10 measurements were less than or equal to 5, our estimate that a future measurement of X would fall into the interval 
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. Now, let’s see how such a repeated number affects the quantiles of this data set. Recall, the definition of the p-th quantile given on p.78:
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If we use (2) and ignore the fact that the number 5 is repeated, then we obtain
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. In words, we are saying that, on the one hand, our estimate of the probability that a future measurement of X falling into the interval 
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 is 0.25, but then again, it is 0.35. This is a ridiculous statement. So, which is the better estimate of this probability? Well, since 4 of the 10 numbers fell into this interval, 0.35 is the better estimate. In fact, with a little bit of thought, it should be clear that we do not have a 0.25 quantile number in the data set. As noted in the book, to obtain quantiles not in the data set, one can draw straight lines to connect the given quantiles, and then interpolate to obtain the desired quantile.   ☺

THE KEY CONCEPT RELATED TO A Q-PLOT-
KC 7.1

For a random variable, X, equation (2) above for a specified number, 
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Q-Q Plots

Suppose we have two random variables, say, X and Y, as well as associated data sets 
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and 
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. Note that, for simplicity we have assumed the data sets each have the same number, n, of measurements. Suppose further, that there are no repeated values in either data set. Then, for a given value, i, and associated p-value given by (2), this value of p is an estimate of each of the following two probabilities:

(i) the probability that a future measurement of X will fall in the interval 
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(ii) the probability that a future measurement of Y will fall in the interval 
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A problem with the organization of the topics in the text.
In the book, on p.85 the authors state: “It is often important to compare the shapes of two distributions. Comparing histograms is one rough way of doing this. A more sensitive way is to make a single plot... a Q-Q plot.” Unfortunately, up to that point in the book, the notion of a distribution has never been discussed in any meaningful way. One might assume that, since a histogram reveals a distribution of the measurement values associated with a data set, that this is what is meant by the term distribution. While this assumption is essentially correct, this interpretation of the term distribution lacks conceptual meaning. Furthermore, comparisons of two histograms, as well as Q-Q plots can be confounded, if not ridiculous, when blindly computed without due recognition of the underlying random variables X and Y, as well as the sets of all possible values 
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that they can take on, respectively. For this reason, we will resort to addressing these random variables explicitly. 

Definition 10.1 Let 
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denote the probability that a measurement of the random variable, X, will fall in the interval 
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has a special name. It is called the cumulative distribution function (cdf) for the random variable X.

Remark. The notion of random variables, and in particular, the cdf of a random variable is not presented until Chapter 5. Nonetheless, you are expected to use the standard normal cdf   to compute a normal Q-Q plot. This use will require that you understand Table B.5, which is the tabular form of the cdf of a standard normal random variable. The student who is merely interested in how to use a table to get a desired answer, without caring to understand the underlying concepts, will not be disturbed by this. The student who would like to have some understanding concepts will likely be very disturbed.
KEY CONCEPT
KC7.1’

For a random variable, X, equation (2) above for a specified number, 
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It follows then, that a Q-plot for X is simply an estimate of 
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. Similarly, a Q-plot for Y is an estimate of 
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based on measurements 
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. With this in mind, the conceptual question to be addressed in a Q-Q plot is:

How closely does the shape of 
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Answer: If the Q-Q plot is linear, then 
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have the same general shape. 

Well, one might reasonably ask: Why do 
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have the same “general” shape if the Q-Q plot for the random variables X and Y is linear? A more basic question might be: What does it mean to say that two objects have “generally the same shape”?  

Similar Shaped cdf’s- It is important to note that for given random variables X and Y, the associated data sets 
[image: image62.wmf]}

{

2

1

n

x

x

x

£

£

£

K

and 
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.are separate data sets, not a single paired data set. We make a paired data set from these two sets by paring the x-y numbers that are the same quantiles; for chosen p-values. If this  pairing exhibits a linear relationship, then for any 
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so that the random variable Y is a shifted (by an amount b) and scaled (by an amount a) version of the random variable X. We will presently show that the effect of the shift factor, b, is to shift the position of the of 
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by an amount b, and the effect of the scale factor, c, is to stretch 
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  by an amount a for 
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