Lecture 2   2006  A Summary from a Hypothetical Student’s Perspective
In this lecture we went through the remainder of Chapter 1 of the book, beginning with Data Types on p. 8. This set of notes summarizes the most important points brought out during the lecture.

Numerical (Quantitative) vs. Non-Numerical (Qualitative/Categorical) Data: Let X denote a single underlying variable (in fact, random variable) associated with each data point. If the data is numerical, then it is easy to go ahead and begin to investigate the probabilistic properties of this variable. One way to proceed is with a histogram. To construct a histogram, the values the variable can possibly take on are associated with the x-axis, and the number of data points that fell into a specified bin is associated with the y-axis. We can then estimate the probability that X would take on a value in a given bin by simply taking the height of the bin and dividing it by the total number of data points. This ratio is the relative frequency of the data points that fell into that bin, in relation to the total number of data points. 
For qualitative data, the data is non-numerical, and so we have two options. First, we can place the possible values on the x-axis, and the number of times these values were observed on the y-axis.

Example 1 Suppose that a part can be classified as conforming (C), needs rework (R), or should be scrapped (S). Then our variable, X, corresponds to our recommendation as to what to do with any chosen part, and the values that X can take on include {C, R, S}. Suppose that from a sample of 50 parts, our recommendations included keeping 30 (C), sending 15 back for rework (R), and scrapping 5 (S). Then the histogram for this variable, X, would be

[image: image1]
Figure 1. Histogram of recommendation variable, X, for n=50 parts.
From this histogram, we would estimate the probability of keeping a part by 30/50=0.6 (or 60%). 

Even though such qualitative data allows us to obtain probability information, it does not readily allow us to talk about other measures of uncertainty related to X, such as its mean value, or its standard deviation. These measures require numerical data. For numerical data, one can estimate the mean value for X by simply averaging the data. But in the above example it is meaningless to average recommendations.

Discrete vs. Continuous Variables: A variable, X, is said to be discrete, if the possible numerical values that it can take on is a discrete set of numbers. This set can be an infinite set, but it must be countable. If the set of permissible values for X is a continuum, then X is said to be continuous.
Example 1 continued: Suppose that we assign the following numerical values to the set {C, R, S}: C~ 0 ; R ~ 1 ; S ~ 2. Then, since the set of possible values that X can take on is {0, 1, 2}, which is a finite, discrete set, the variable X is said to be a discrete variable. 
Question 1: In plotting a histogram for X, why is it important to recognize whether X is discrete or continuous?

Answer: Because if X is discrete, and if a standard rectangle-type of histogram is constructed, one might use the histogram to estimate the probability of something that simply can’t happen.
Example 1 continued: The 50 numbers associated with X, (30 zeros, 15 ones and 5 twos) were entered into Matlab, and the hist command was executed on this set. It is shown in Figure 2 below. The rectangles have a width of 0.2. If one did not know that X is discrete, one might be tempted to use Figure 2 to estimate the probability that X is in the interval (0.1 , 0.2). Since this region entails half of the leftmost rectangle, then it would be reasonable to estimate this probability as half of the total probability associated with this rectangle, which is 0.6. But to claim that that the probability that X falls in the interval (0.1 , 0.2) is ridiculous, since the set of possible values for X is {0, 1, 2}.
Conclusion: To plot a histogram for a discrete variable, use lines, and not rectangles.
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Figure 2. Matlab-based histogram for X of Example 1 (continued).

Definition 13. A complete factorial study is one in which several process variables (and settings of each) are identified as being of interest, and data are collected at each possible combination of the settings of the process variables.

But what is a process variable?  This has not been defined. A more simple definition might be:

Definition 13’: Suppose that data associated with a variable can be collected under a set of conditions, say {C1 , C2 , ... , Cm }. The the study is said to be a complete factorial study if data is collected under each and every condition. 

Definition 17. A measurement system is called accurate if, on the average, it produces the true or correct value of the quantity being measured.

We had quite a bit of discussion about this definition. Key points were:

What is the true value of a variable that exhibits randomness? The example of a pc power supply was given. Even though the design voltage may be, say, 4.5 volts, the true value of the voltage associated with any pc of this design will never be 4.5 volts, since 4.5 means 4.5000000..... 

Just because an average of a number of measured voltages comes really close to 4.5 volts, that doesn’t necessarily mean that the measurement system is accurate, does it? Suppose, for example, that the measurement is accurate only to the nearest ±1 volt. Then if 20 pc’s are measured, with half being measured at 4 volts and the other half at 5 volts, the average will, indeed, be exactly 4.5 volts. But I would never claim that the measurement system was accurate. 
Just for Fun! (The Monty Hall “Let’s Make a Deal” problem) 
Should the contestant keep the door first chosen, switch after being shown a losing door, or doesn’t it matter?
Case 1: The contestant will keep the chosen door, regardless of what he/she is shown behind a losing door. In this case, the probability of winning is simply 1/3, since the person ignores everything after choosing a door.

Case 2: The contestant will switch doors, regardless of what he/she is shown behind a losing door. In this case, suppose the person’s first choise was a losing door (the probability of which is 2/3). Well, then Monty has to show him/her the other losing door. Hence, the person will switch to the winning door. So, the probability of winning for the “switcher” is 2/3, or twice as high as that of the “keeper”. 

Footnote: Remember, probability is very much related to repeated measurements. But the contestant is only on the game show one time. What the above says is that if the contestant were allowed to play many times, then in the long run, with the switching strategy, he/she will win twice as often as the person who never switches. 
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