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Abstract allows you to determine the authenticity of a user’s cer-
tified public key once you actually have it. But, that user
first has to create a key pair and have it certified, and

Effective widespread deployment of cryptographic tech-you still have to obtain a copy of his certificate before

nologies such as secure email and IPsec has been haiPu can communicate securely with him.

pered by the difficulties involved in establishing a large

scale public key infrastructure, or PKI. Identity-based

cryptography (IBC) can be used to ameliorate some ofl.1 |dentity-Based Cryptography

this problem. However, current approaches to using IBC

for email or IPsec require a global, trusted key distribu-

tion center. In this paper, we present DNSIBC, aSyStemdentity-Based Cryptography (IBC), originally intro-

that captures many of the advantages of usinngC,with-OluceOI by Shamir [26], was proposed as a means to

out requiring a global trust infrastructure. The resultingSoIVe this problem. In an identity-based cryptographic

system can be configured to require almost no user 'mers'cheme, you don’t have to obtain your communication

vention to secure both e.m{;uI anq IP-based ngtwork traf'partner’s public key or certificate from anywhere — you
fic. We have built a preliminary implementation of this

L already know it. In such a scheme, your public key
system in Linux. is an arbitrary string — e.g.shetters@parc.com” or
“myhost.parc.com”. If that string is chosen to be some
identity that your communication partner knows, he can
. encrypt a message to you using only that string and a
1 Introduction set of global system parameters. You decrypt that mes-

sage using the private key corresponding to your public
identity string. That private key is derived from your
Standards for end-to-end encryption and authenticatiopublic identity using the global system parameters and a
of email messages and IP-based communication havamaster secrét- a global system secret held by a trusted
been in place for several years [8, 18]. Implementationghird party known as &rivate Key Generatqgror PKG.
of those standards are provided by most mail clients an&Given the master secret, the PKG can derive a private
network stacks. For the most part, however, we stillkey corresponding to any desired public key or identity
don't use them. A large reason for this is the difficulty string. As a result, such a system provides automatic key
of managing and distributing keys — of having an authen-escrow.
tic copy of your desired communication partner’s public
key when you need it. Although identity-based signature schemes have been
known for some time (e.g. [11, 12]), practical and secure
Traditional approaches to key distribution in the public identity-based encryption (IBE) schemes have been de-
key setting rely on a Public Key Infrastructure, or PKI, scribed only recently [2, 6]. One such IBE scheme, that
to authenticate the public keys of users and devices relef Boneh and Franklin, is based on the Weil or Tate pair-
ative to a hierarchical organization of trust. PKls can being on supersingular elliptic curves [2]. This work has
complex and difficult to set up and manage. Even with abeen used as the basis of several identity-based signa-
PKI, you have solved only part of the problem — it only ture schemes [3, 16, 23], as well as a number of identity-



based key agreement protocols [4, 5, 14, 25, 27]. Severdio address the latter problem, recent work has pro-

of these protocols allow a pair of communicating partiesposed mechanisms for constructing IBC systems using

to agree on a shared symmetric key with no interactiora hierarchically-organized set of PKGs [14, 17]. Un-

whatsoever [14, 25]. fortunately, in some of these schemes, PKGs higher in
the tree can recover the private keys of PKGs lower in

IBC seems like an appealing way to solve the usabilitythe tree, resulting in a system that has a somewhat eas-

problems inherent in traditional approaches to key distrider time of distributing keys, but still requires global

bution. Not only do you automatically know the public trust. Even in schemes without escrow, the tree must still

key of anyone or anything with which you might want be constructed hierarchically — all the nodes in the tree

to communicate, without having to look it up anywhere, above yours must be in place before your keys can be

but you can encrypt a message to them before that persaenerated. The resulting system is even more difficult to

has even obtained their private key [2, 26]. If softwareimplement than a global, hierarchical public key infras-

support makes it easy to do so, a user receiving an enructure — something which so far has been notoriously

crypted email message seems more likely to obtain thelifficult to establish.

private key necessary to read it than they might be to go

through the complex steps necessary to get a digital cer-

tificate and provide it to someone who wants to send en-

crypted email to them (see [28] for a prototype of such1-2 Our Approach

a system). Similarly, the noninteractive key exchange

protocols available using IBC have been proposed as a

means to secure network traffic [1). We would like to take advantage of the usability of IBC

¢ | h ) he full . fWithout requiring everyone to participate in a global trust
Unfortunately, systems that provide the full benefits of 1\, 4e| - Our goal is to design a system that balances se-

traditional IBC —knowing any party’s public key withno ity and usability in a manner resulting in much wider
!nteractlon whatsoever — suffer from tremendous Scal'deployment of secure email and IP security (IPsec). In
ing and trust management problems. In order 10 USgqrast to the approach of Appenzeller and Lynn [1], we
your pUbI'f: key_ in an IBC system, | need to know not attempt to integrate our approach into existing standards
only your identity, but also a set alystem parameters 4 goftware, so as to ease deployment. We design our
— these include both basic cryptographic parameters likg,qt model to mirror the trust and management divisions
the choice of an elliptic curve, but also includes the pub- o+ avist in today’s deployed networks. We emphasize

lic key of the PKG, derived from the PKG’s master se- 5 ,i5configuration and automatic update as much as pos-
cret [2]. In an extreme case, using an IBC-based noNiNg;p 1o to minimize practical barriers to use.

teractive key exchange protocol requires not only that |

know the system parameters associated with your p“b”%uilding an IBC system that allows us to manage trust
key, but that you and | share the same system parametefg, . anpropriate boundaries is simple — we merely have

— and hence we must both trust a single PKG in possesg,cpy sych trust domain run their own Private Key Gen-
sion of the corresponding master secret. erator. This means that to communicate securely with a

| itional h haﬁiven party, you must know not only that party’s iden-
In general, traditional approaches to IBC assume thafyy 1t oy must obtain the system parameters of their

all users will share the same PKG. This means that evg, g qomain. While this isn't as simple and seamless
eryone knows the global system parameters, and hencg; , yragitional IBC system, it is considerably simpler
can immediately derive anyone’s public key, but alsoy,n 5 traditional PKI, as those system parameters are
requires the establls.hmen.t of.a system of global trustgpared by an entire trust domain. At worst, it's equiva-
where all users obtain their private keys from the Sameg: 1 haying to obtain the certificate of the certification
PKG. The global PKG’s master secret can be d'St”b“te%uthority (CA) serving a given trust domain, and having

among several centers using threshold cryptography 2t heing able to immediately derive the public key of

— it everybody could agree on a set of entities 0 truste ey one else in that trust domain. It makes the distribu-

with such a secret. However, the mere existence of SUChy, ot private keys within a trust domain considerably
a vulnerable global secret —and the resulting system c’gimpler, as the namespace of identifiers is local to the

global key escrow —is simply unacceptable for most apy st qomain, and a smaller population of key recipients
plications. Additionally, a global private key generator o g 15 he authenticated. Making such a system easy to
would be extremely difficult to make work in practice, yei10v in practice requires appropriate construction of

as it woulq have to_authent|cate the “co.rrect”. _remmentthose trust domains, and the design of software to take
of each private key in a global system of identifiers. advantage of them.



1.2.1 Bootstrapping IBC with Domain-Based Trust  once for the domain, with intermittent additional updates
(e.g. we use a small amount of transient data, a “salt” to

Currently, user identities for email (email addresses)Provide revocation of keys through key expiration, see

and the identities of hosts (names or IP addresses) areSction 2.1). This can be done under administrator con-
managed at the level of network domains, as describeHOl' and doesn’t require either clients or a CA to be able
by the Domain Name System, or DNS. DNS delegate§° publish information to the DNS, as would likely be
management of parts of the Internet name space to iflecessary if clients put their certificate or key informa-
dividual domains of control. We propose to divide the 10N into the DNS.

responsibility for authenticating those email addresses

and host identities along exactly the same lines, by hay>€cond, as parameters (and salt) are global to the do-
ing each DN'S domain responsible for creating a set ofnain, clients wishing to communicate with multiple par-

IBC system parameters and distributing private keys td'€S I tTe dcilmaln (or thef sr::lme party more than once)
its own users. This is directly analogous to having aMust only pull one copy of the domain’s system param-

given domain run its own Certification Authority and is- er:ers. These it can cache over time, reducing the load on
sue certificates to its users and machines. the DNS servers.

Recent security extensions to DNS, known as DNSSECThird' individual domains can deploy such a system in-

allow a DNS server to digitally sign the responses to¢'ementally — if a domain does not provide parameter
information in its DNS entry, it obviously does not par-

queries, so that they cannot be modified or spoofed [9].." ) .
Each DNS server providing DNSSEC services offers uphiciPate- And though DNSSEC is some ways from being

a KEY record for its domain containing its public key, COMPIetely deployed, it is designed to allow trust to be
signed by the key of the name server above it in theconstructed incrementally, subtree by subtree, until the

domain hierarchy. When fully deployed, the DNSSEC roots are in_place. A system that bqot§traps trust from
hierarchy will terminate in a root key trusted by all DNSSEC will grow naturally along with it.

DNS clients and servers. In the meantime, parts of the ) i ) . _
DNSSEC hierarchy can be authenticated using CrossI_:ourth, client configuration can be dramatically simpli-
certification. As DNSSEC-capable name servers ardied and automated. Clients don't have to obtain their
already capable of providing and authenticating Cryp_p_)rivate key frpm the domain key di_stripution center un-
tographic data, they have been suggested as the moLéltth'ey ﬂeeq it. In the.case of email, this means thgt the
practical distribution method for cryptographic keys angMmotivationis on_the . right foot —auser ha_v N9 rece_lved
certificates to be used by IPsec, TLS, secure ema”(,encrypted email is interested in reading it, and will go
and other protocols [9, 10, 24]. FreeS/WAN, a Stan_and get their private key, while a user who wants to send

dard Linux IPsec distribution, has attempted to use thesgncrypted email to someone else in a non-IBC system is

mechanisms to bootstrap an approach to “opportunistihard pressed to get that person to go and get themselves

cally” encrypt all network traffic, by combining distribu- & certificate [2]. In t_he case of IPsec, clients can bg de-
tion of host IPsec keys in DNS records with records thatSi9"€d to auto-configure themselves, and automatically
indicate what machines can act as “security gateways”equeSt their private key at installation t.|me. We believe
(IPsec termination points) for machines that cannot ter-the more setup steps.that can procegd mdependently, the
minate IPsec themselves [13]. simpler the system will be to deploy in practice.

Using DNSSEC to store and distribute a set of authen?*"d finally, the fact that we can simply and automati-
ticated IBC parameters for a domain, retrievable undef@!ly generate the public key of any party whose domain

the domain entry (e.g. “parc.com’) is a simple eXten_participates in the system (and the lack of domain pa-

sion of these approaches. However, we suggest that tHa@meters in the DNS will tgll us whether they participate)
resulting combination of IBC and DNSSEC-based Ioa_means that we can use simpler cryptographic protocols,

rameter distribution has a number of advantages over 81d can attempt to automatically secure all of our emai

traditional PKI, even one that uses the DN as a key dis2nd nétwork traffic.

tribution mechanism.

. o . . . 1.2.2 Overview
First, it minimizes the amount of information stored in
and retrieved from the DNS. IBC parameter information
is global to the domain. Itis generated once, and only rein the remainder of the paper, we will present a prac-
generated in the case of master secret compromise. Upical system for deploying identity-based cryptography
dating of cryptographic information in the DNS is done (shown in Figure 1). In Section 2.1, we begin with an



overview of the design issues important in embeddinguse. This is done, for example, for Diffie-Hellman pa-
IBC into existing protocols. In Sections 2.3, and 2.2, werameters for use in IPsec [15], allowing hosts that choose
describe the components of our system. In Section 3to use the standard groups to simply transmit short iden-
we describe an email client that uses our approach ttifiers in place of the group parameters.
secure mail, and in Section 4, we describe how to use
this system to secure IPsec traffic. Finally, we presenOnce thegroup-params have been selected, each do-
our (in-progress) Linux implementation of this system main creates its owmaster-secret, &, which is a ran-
in Section 5, and finish with related work and conclu- dom value in a range specified by theoup-params.
sions. Thegroup-parameters and themaster-secret are used to
derive a corresponding publi@main-public-key, s4P.
Themaster-secret is used later by the PKG to derive the
2 System Design private-key corresponding to any identity stringl, by
first converting thaid to a pointQjq on the curve using a
We have designed a system for using domain-based tru§@sh functiomapToPoint, Qg = mapToPoint(id), and
to implement identity-based cryptography. The overallcalculating theprivate-key asSg = S4Qid-
structure of this system can be seen in Figure 1. Such a
system consists of a number of components: first, a sethe resultingdomain-params consist of:
of system parameters and a domain master secret, Crﬁ&main-params — (group-params, domain-public-key)
ated by asetup procedure. Second, a private key genera- ' ’
tor, or PKG, that distributes private keys to authenticatedrhe master-secret must be stored securely for use by the
members of the domain. Third, a modified nameservepPKG, while thedomain-params are published publicly
capable of providing copies of the system parameters t@sing the DNS, as shown in Figure 2.
communicating peers. And finally, client software capa-
ble of using DNS-based IBC (DNSIBC) to secure com-

munications. Revocation To add the ability to revoke identities in

this system, we add a form of key expiration [2]. In-
2.1 |IBC Setup stead of using the identitid as the public key of a
user or host, we usealt||id, wheresalt is a random

The first step in enabling DNSIBC in a domain is the cre-String long enough to be unlikely to be chosen at ran-
ation of the domain’s IBC system parameters (labeleclOm again (say, ten bytes), afjdndicates concatena-
setup in Figure 1). In what follows, we focus on IBC tion. For instance, if youid wassmetters@parc. com,
systems implemented using operations over supersingi@nd the current salt fgsarc. com was0VQpMJJPpgZn,

lar elliptic curves [2], as there are a large number of enYour public key for this time period would be
cryption, signature, and key exchange protocols than cafVdpMJJPpgZnsmetters@parc. com. Thesalt is pub-

be used with a single private key pair derived for such diShed in the DNS along with théomain-params. When
schemé: the domain’ssalt changes, keyholders in the domain

know to automatically contact the PKG to update their

To specify the domain’s system parameters, we ﬁrsprivate keys. By using lifetimes in t_he DNS (see sec-
specify a set of elliptic curve group parametergrétip- tion 2.2) to contrql the interval at _wh|.ch we have mem-
params”). These consist of the choice of the curve it- P€rs of the domain and communicating peers check for
self, the field it is defined over, and a generator point 2" Updatedalt value, we can control the revocation in-
referred to a. These can be considered as analogoudeval for keys in this system. Because peers will au-
to the group parameters used in standard Diffie-Hellmaffomatically update their cached copy of this domain’s
systems, whether defined over an elliptic curve or over £YStém salt, we can easily revoke keys on any schedule
prime field (where the corresponding choice would be ofith much lower bandwidth requirements than, say, the
a prime,p, and a generatog). Like the group parame- distribution of Certificate Revocation Lists (CRLS).

ters used with Diffie-Hellman schemes, these parameters

can be shared by many domains, and sets of such param-

eters can be predefined by standards bodies for general2 DNS

INote that in the presentation here and in what follows, we use

notation common for the mathematics of elliptic curve is a point We extend the Domain Name Service [21 22] to sup-
on a curvex is an integer drawn from the field over which the curve !

is defined, and< xP,yP.xyP > is the elliptic curve equivalent of the pqrt publica_tion of thelomain-params andsalt. We do
standard Diffie-Hellman tuple: g*,g",g® >. this by adding two resource record (RR) types to the
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Figure 1: The architecture of our DNSIBC system. The step labeled “N.” can take place any time after step “1.”
Encrypted email is sent normally: i.e., through a standard mail server, without direct interaction between sender and
recipient.

DNS. These ar®@ARAMS, which encodes thédomain- days).
params, andPSALT, which encodes thealt to be used
with these parameters. In this section, we discuss th&he TTL field of thePSALT RR should be set to an in-
format and values of the RR fields associated with theterval that protects against compromise of an individual
new RR types. private-key. If a private-key has been compromised, use
of IBC on the compromised machine (or user’s emalil
The NAME field of the PARAMS and PSALT RRs must account) must be discontinued until a nest has been
be the domain name for which these are thenain- generated and propagated to the DNS system. Note that
params andsalt, respectively. The use of DNS abbrevi- other machines/users may safely continue using IBC-
ated names is allowed (although care must be taken sprotected IPsec/email. The use of a realt necessitates
that this does not interact poorly with signing of RRs, (eventual) distribution of a neptivate-key to every ma-
discussed below.) chine/user enrolled in the system. This might place a
heavy load on the key server if the update is performed
TheTTL field of thePARAMS RR should be setto aninter- all at once; however, an update could be performed in-
val that adequately protects against compromise of therementally, as machines discover they are using ex-
master-secret. In particular, if an unauthorized party ob- pired salts, or by having severBSALT records avail-
tains themaster-secret, she can compute theivate-key  able for a domain used by disjoint blocks of addre$ses
of any user or machine in the affected domain. If theSince the compromise of an individuptivate-key is
master-secret is compromised, use of the IBC system more likely than compromise of theaster-secret, and
should be immediately discontinued until a newster-  the PSALT RR is significantly shorter than tHeARAMS
secret has been generated and correspondiogain- RR, it makes sense to use a much shorter time for the
params have propagated to the DNS system. At thisTTL of the PSALT RR, perhaps on the order of several
point, all previousprivate-keys and the originamaster- hours. We note that even after tli@L of a PSALT or
key are now useless to the attacker. One way to guarPARAMS record runs out, it does not necessarily have to
antee this recovery happens quickly is to set The be changed. For efficiency, we suggest keepitgAMS
field of thePARAMS record to an interval short enough to andPSALT records unchanged for long periods of time
force frequent updates due T@L expiration. However, or until replacement becomes necessary. For the case of
given the typical size of th@ARAMS record (approxi- thePSALT, this would be until the occurrence of an ac-
mately 286 bytes with standardizgebup-params and  tual key compromise, or several weeks have passed. The
690 bytes without), and the unlikelihood of theasster- ~ PARAMS could be expected to remain unchanged unless
secret compromise (which is presumably on a closely-
mom,tor?d and We”_p,mteCted machine accessible from 2For example, th@SALT record could be augmented with a field
only inside the domain), one can set #%RAMS TTL 10 indicating itis to be used for all email address starting with letters a—h.

a reasonably long period of time (e.g., on the order offFor conciseness, we will not discuss the many interesting variants on
thePSALT field that might arise in such a system.




struct group_params { parc.com. IN PSALT OVQpMJJPpgZn

big_int p, q; parc.com. IN PARAMS 256 1 1 MIICrgKBgC2c\
point_Fp P; 331£S7BexMEzGKWGYcIBPrIH915TnE6CO6Ifg\
}; fnZBK1cz/PGrF36Z7n1hrHGFHbOhmmHBZb17a\

YjEG2+MbxvN801DFE6sihKXwOR1Lkk5DtuD. . .
struct domain_params {

struct group_params gp; Figure 3: Example zone file containingSALT and
point_Fp domain_public_key; PARAMS DNS resource records.

};

struct DNS_PARAMS RR { KEY, and it v_vould be improper to have oH&Y repord
unsigned char *NAME; be us_ed to sign KEY record at t.he same level. Third, the
wint16 TYPE, CLASS: domain-params are not a public key, and shou_ld not be
wint3?2 TTL; treated as such (for the purposes of revocation, select-
wint16 RDLENGTH ing a TTL, e_tc.)_PIac.:ing them in HE_Y record encour-
wint16 flags; // RDATA start ages confusion in this regard, and is in any case depre-
uint8 protocol; cated [19].
uint8 algorithm; . . .
struct domain_params *domain_params; TheRDATA field of thePSALT RR type consists of simply

}; the bytes that make up the salt.

Figure 2: Internal format of theARAMS DNS resource

record and related types. 2.2.1 DNSSEC Records for IBE

In order to bootstrap trust in a domain’s IBfomain-
the master-secret was compromised. params there must be a way to verify the validity of the
PARAMS and PSALT RRs retrieved from the DNS. We
To simplify implementation, the&DATA (record type- recommend using DNSSEC [9]. 8IG record should
Speciﬁc) portion Of thaDARAMS resource record uses be added fOI’ th@ARAMS resource record OWned by th|S
the same format as that of ti€Y RR [9] (see Fig- domain. If present, theIG record must be verifiable us-
ure 4). This record contains fields for key us&#gegs,  ing the domain’s (traditional) cryptographic public key,
a protocol and analgorithm (see Figure 2). We Which mustbe available askay record.
suggest using only a subset of theags possible for
the KEY record: bits 0 and 1 (prohibition of use of the )
domain-params for authentication and confidentiality, 2.3 Private Key Generator
respectively), and bit 8 (allowing use éémain-params
for IPsec). Theprotocol field, which further specifies
how this key can be used, should allow an additionall® our system, the Private Key Generator (PKG) is a
value beyond those available in tkeY record: anindex Service that computes an entityssivate-key using the
for “IBC”. The algorithm field indicates which basic groups-params, themaster-secret, and the client'sden-
IBC system is being used, in this case an index indicattity (which could be an email address or a hostname),
ing the use of IBC based on supersingular elliptic curvesand the currendalt. The PKG obtains thgroup-params
and master-secret from the output of theetup proce-
One might notice that instead of creating a new RRAure (see Section 2.1). Thistup procedure could be
specifically to house théomain-params, we could have 'un automatically as part of (PKG) initialization. The
extended theXEY resource record type. However, we PKG then waits for key retrieval requests from clients.
feel this would be inappropriate for several reasons.
First, DNS servers are only required to handle &Y
RRs associated with a DNS name [9]; presumably onénitial Client Key Retrieval Perhaps the most diffi-
is already used as the DNSSEC signing key for this do-cult problem in designing a system to easily deploy IBC
main, so spending the other on IBC unnecessarily lim4is enabling clients to automatically retrieve their keys
its further use of th&EY RR type. Second, we wish with sufficient security. Itis very easy to have clients au-
to use DNSSEC to verify the integrity of a signature ontomatically retrieve their private keys — when a machine
the PARAMS record; this will be signed by the domain or piece of client software (such as an email program)
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Figure 4: The wire format cBDATA for the PARAMS DNS resource record.

first realizes that it doesn't have a necessary private keyPKG. Clients can also be identified using any secrets
e.g. the first time an IPsec-enabled host boots, or thehey already share with the domaing. user passwords,
first time a mail client receives IBC-encrypted mail for or machine domain credentials). It would also be very
a particular user, it attempts to retrieve that key from thesimple to design mechanisms that use temporary client
domain’s PKG. While it would be very easy to create apasswords or “cookies” provided to clients through user
system to allow a user to securely retrieve that key, forregistration or administrator action, that they can use to
example through a password-protected web site linke@duthenticate themselves to the PKG. More practically,
to the domain’s user database, we would like to enablsimple mechanisms that seem inherently insecure when
automated key retrieval. used globally may be more than sufficient when used
inside a trust domain, especially when combined with
A host wishing to automatically retrieve ifgivate-key the ability to verify over time that the correct client re-
must first find the domain PKG. This can be done, forceived the correct key. In the case of email, this could
example, through the use of a standard configuration filenean using the ability of a user to receive mail at a par-
general to the domain, or by using a designated recorticular address to be an indicator that they really are the
similar to anMX record in the domain’s internal DNS valid “owner” of that address. Similarly, if the PKG is
to indicate the host acting as the PKG. Then, the clienbnly allowed to communicate with hosts within a trusted
must create an encrypted and preferably authenticatedomain (say, behind a firewall on a trusted piece of the
connection to the PKG — encrypted to protecpitsate- network) that in and of itself may be sufficient to authen-
key from eavesdroppers, and authenticated to make suriicate host identity.
that an intermediary is not attempting to hijack its lezy
route Interestingly, a rogue host attempting to pretend
to be the PKG is no more than an nuisance, as the client
can verify the authenticity of therivate-key it receives ~ Client Key Update ~Clients must receive neprivate-
simply by encrypting and decrypting a message to itselfkeys when thesalt (and rarely, thelomain-params) are
updated (see Section 2.1). Clients canbig® TTL val-
In practice’ we S|mp|y use SSL/TLS to secure communi-ues to aUtomatica”y determine the intervals at which
cation between the client and the PKG. The PKG can usé&hey ought to check for nesalt or domain-params val-
a traditional server certificate authenticated through any€s (see Section 2.2). While client key updates can obvi-
number of standard meanse-g. traditional DNSSEC 0US|y be performed in the same manner as initial client
mechanisms for distributing keys, certificates, or CAKey retrieval, some optimization is possible when only
keys; an internal domain PKL an external trusted CA;thesa't has ChanQEd. In such a Situation, a client whose
a modified IBC-based version of SSL, or it could even©ld private-key has not been compromised can be sent
use a self-signed certificate if the internal infrastructureits Nnewprivate-key encrypted under its old, which it
is deemed sufficiently resistant to spoofing attacks. ~ €an use its olcprivate-key to decrypt. The security of
the system is maintained as long as the inipidvate-
More importantly, the PKG must be able to authenticatekey exchange was secure.
that the client requesting the key for a certalns ac-
tually the client that should have that There are a We note that clients will want to keep a list of several
number of ways of accomplishing that. At one extreme,Previousprivate-keys and associateglts. This is nec-
clients could be equipped with private keys and certifi-€ssary to to decrypt email which was sent before, but not

cates, which they use to authenticate themselves to thgad until after, the domain underwernt@nain-params
or salt change.



3 Secure Email Client IPsec is an IETF standard protocol providing mecha-
nisms for encrypting and authenticating IP packets. This
protection is provided using algorithms and symmetric

In this section, we describe our approach to provid-keys negotiated using the Internet Key Exchange proto-
ing secure email using domain-based administration ofol, or IKE [15, 20, 24F: Clients using IPsec generally
identity-based cryptography. Suppose a sender Alimplement IKE in a user-space daemon, which negoti-
ice wishes to send email to a recipient, say Bob withates security associations (SAs) and keys with the corre-
email addressBob@parc.con”. Alice’s email client ~ sponding IKE daemon on the hosts with which it wishes
first retrieves from the DNS th@ARAMS and PSALT  t0 communicate securely. The negotiated SAs and keys
resource records foparc.com. These decode into a are then provided to the IPsec implementation in the net-
domain-params and salt, respectively. Alice then work stack, which uses them to secure IP packets.
uses identity-based encryption [2] with thlmain-
params and ‘salt||bob@parc.com” as the public key to  Using IBC to secure IPsec traffic means describing IBC-
encrypt a symmetric cipher key. This is in turn usedbased key exchange protocols to be used as part of IKE,
to encrypt (and MAC) the email. Alice sends the en-and implementing them in the IKE daemon. It does not
crypted email, along with thealt and a digest of the require modification to the network stack components in
domain-params used to Bob's mail server (which was the kernel. Luckily, it turns out that IBC can be eas-
presumab|y learned fromMX record in the same DNS ||y accommodated in the existing IKE protocol, with no
query.) Note that Bob is not involved in this process.change to packet structure or protocol flows.
Indeed, up until the encrypted email is sent, Alice has
no need to_communicate with any machin@i:nc.corp; 4.1 Structure of IKE
the DNS will cache all appropriate parameters until their
TTLS run out.
IKE is defined as a particular instantiation of the Inter-
Bob’s email client then pulls the encrypted email into his net Security Association and Key Management Protocol
mailbox, checks that the digest of tdemain-params (ISAKMP [20]). This is a very complex family of proto-
matches its current knowledge of tdemain-params,  cols, designed to provide negotiability of algorithms and
and pulls from a private store therivate-key corre-  parameters, optional identity protection for the partici-
sponding to thesalt encoded in the message. If either pating parties, and a number of authentication options.
thedomain-params digest fails to match, or no entry ex-
ists for thesalt used in the message, the client asks thdKE is divided into two phasesPhase lis used by two
DNS for the latestiomain-params andsalt to see if it  peers to establish a secure, authenticated channel over
needs an updatestivate-key. If so, it contacts the PKG which to communicate; this is referred to the ISAKMP
for a newprivate-key (using SSL with encryption and Security Association (SA). DurinBhase 2those peers
mutual authentication); otherwise, it rejects the email aggo on to negotiate Security Associations to be used by
invalid. It then decrypts the message and presents it ttPsec or other services. Phase 2 traffic is secured us-
Bob. ing the symmetric keys agreed on as part of the SA ne-
gotiated in Phase 1, and therefore is unchanged in our
scheme. As part of authenticating each other during
4 |Psec Client Phase 1, the two parties exchange their “identities”, in
one of several forms, e.g. fully-qualified (DNS) domain
names (FQDN), or IP addresses.
We would like to use identity-based cryptography to se-
cure IP-based network traffic. Previous work has sug-pnase ican be accomplished in two ways, described as
gested the use of non-interactive identity-based key ex“modes”. Main modeprovides identity protection for
change protocols to secure traffic between hosts in thehe communicating parties by protecting the identifying
same IBC trust domain [1], but did so by inventing a jnformation they send to each other under either a key
new set of protocols. We'd prefer to use IBC in @ way derived from an ephemeral Diffie-Hellman exchange, or
that works easily with existing standards and softwareg puplic key that they have previously exchangéd-

and supports hosts using different sets of IBC paramegressive modés designed to be more efficient, and in
ters3 This means using IBC to secure IPsec [18].

“4At this writing, IKEV2 is currently under development. In order

3We are primarily interested in hosts using domain-based parameto experiment with our approach using current software, we have fo-
ters, but the details of how we incorporate IBC into IPsec should becused our efforts on IKE. Similar modifications should be possible
generic across almost any IBC trust distribution mechanism. with IKEv2.




Initiator Responder

xP —
— XP

Ki = &S, xP)&Qr, XisdP)

Kr = &S, xP)&Qi, xsaP)
K=K =K =&xS + xS, P)
Kpsk= hashK, xixP)

Symbols are defined as follows:

Pq
Xi
XiP

Xr, X P
Sd,Pd = SdP
Sd, Prd = SdP
Qi7Qr

S,.S

é

Ki 9 KI’
K
Kpsk

subgroup generator and subgroup, part of domajwsp-params

initiator’'s ephemeral elliptic curve Diffie-Hellman private valMecr Zq

initiator’'s ephemeral elliptic curve Diffie-Hellman public value

analogous values for responder

initiator's domain’smaster-secret anddomain-public-key

responder’s domain'siaster-secret anddomain-public-key

mapToPoint of the initiator and responder’s identities, i@, = H(ID;),Qr = H(IDy)
initiator and responder’s private ke = 5¢Qi, S = S4Qr

an admissible pairing functiof(point;, point,)

method used by initiator and responder, respectively to compute the shared key
resulting shared key computed by both parties

final shared session key without key escrow

Figure 5: Identity-based key exchange algorithm using diffedentain-public-keys but the samgroup-params [5].

general does not provide identity protection — partici-three authentication protocol types. In the next section,
pants’ identities are sent in the clear as part of their firsive show how to map domain-based IBC onto each of
exchanges. these authentication protocols.

Finally, Phase 1 (both main and aggressive modes) cag 2
be authenticated using one of four protocols: signature-
based authentication, two forms of authentication usin
public key encryption (both of which do provide identity
protection in aggressive mode), and authentication usin
a pre-shared key.

IBC-Based IKE

(‘:Using IBC in the signature and public-key based authen-
tication modes for IKE Phase 1 is extremely straightfor-
Yard. 1twill work even if the participants come from dif-
ferent domains, using unrelatddmain-params to issue

: , rivate keys. All that is required is to select an identity-
All components of IKE are designed to supportavanetyEased sig):]ature algorithr(:».g. [3, 16, 23]), and/or any

of cryptographic algorithms, key lengths, and parame- o . .
ters. Acceptable choices for these variables are listed b|dent|ty based encryption algorithme.g. Boneh and

S : : ranklin’s IBE algorithm [2]). Given the selection of

the initiator inproposalpayloads, as part of the first se- . ; . o i .
. L o . appropriate algorithm identifiers and a fixed format in
curity association (SA) negotiation message it sends to " . . .
) . . . which to exchange the resulting encryptions and signa-
the responder; the responder replies with the single pro- . :
. : ) o ; tures, these can be dropped directly into the standard

posal of its choice. This extensibility allows us to incor-

porate IBC seamlessly into Phase 1, simply by identity-

based algorithms as alternatives in these proposal pay: N . .
loads, as long as they can fit into the flows used by IKE’sXNhen using identity-based cryptography, the authentic-

ity of a peer’s public key is given merely because they
5|KE uses two other “modes” guick modds what is used to per-  prove possession of the private key corresponding to
form Phase 2 key exchanges, aveW group modean be used aftera g given identity (sent by the peer as part of IKE, or

Phase 1 exchange to change the cryptographic group used by the pay; [ ; ; _
ticipants. As cryptographic groups can be negotiated during Phase ?{”OW” a pI’IOI‘I), relative to the pUbIIC system parame

we present our discussion of group management in that context, anter'S Of the domain that they claim to be_a part of. As a
do not discuss either of these modes further. result, the optional IKE messages provided for the ex-

protocol flows provided by IKE [15].




change of certificates can be omitted. Additionally, all to the Diffie-Hellman values used in IKE to provide PFS
of IKE’s key exchange protocols can provide perfect for- (and in fact do act here to provide PFS), and can be ex-
ward secrecy (PFS) by generating session keys not frormhanged in the same key exchang&)(message that
long-term cryptographic secrets (e.g. IBC private keys) standard Diffie-Hellman values would be. The resulting
but instead using an optional ephemeral Diffie-Hellmanprotocol fits neatly into IKE’s pre-shared key authenti-
key exchange authenticated by those long-term secretsation method, and is illustrated in Figure 6.
Combining perfect forward secrecy with IBC automati-
cally avoids the key escrow facilities present in identity- The only limitation of the IKE pre-shared key protocol
based systems. in general is that the two peers do need to know each
other’s identities — whether they are using IBC (so they
can compute the key) or share a traditional static key (so
4.2.1 IBC and Pre-shared Keys they know which key to use). That means that either
they must use aggressive mode so that the identities are
exchanged in the first set of messages, or the initiator
must know the identity of the responder, eitlaepriori
or because the responder’s identity is either its IP address
or a hostname available through reverse DNS lookup.

If the domain-params of the two parties are related, we
have another option. At the limit, if the two parties be-
long to the same domain.¢. have the samdomain-
params — the samegroup-params and domain-public-

key), and they know each others’ identiti@priori, they )
can use noninteractive IBC-based key exchange protol® Use IBC in PSK mode, both peers must know that
hey are using the same IBfLoup-params. To achieve

cols to establish a shared secret key without sending any'. ¢ .
is, they exchange information about gyeup-params

messages at all [14, 25]. This approach is appealin i >
(e.g.[1]), but only applicable to members of the same N the proposal payloads they use during SA negotiation

security domain, and results in a key that is subject td© Su99est the use of PSK. IKE provides standard mech-

escrow. In practice, hosts using IKE to establish secu@niSms for exchanging group information in the pro-

fity associations already have to exchange a number {05! payloads, which were designed originally to iden-
preliminary messages,g.nonces for freshness, propos- tify the Diffie-Hellman groups used for achieving PFS.

als for choices of algorithms, or keying information for The same approach can be used to identify #3&uip-

PFS. Therefore, they may not be able to take best adrams. and supports both the description of arbitrary

vantage of the noninteractive nature of these protocol&r"“p'r‘l’arams afnd the US? of short identifiers that indi-
Additionally, the hosts involved, the responder in par-Ccate the use of commonly used standard segr@fp-
ticular, may not know the other's identity priori un-  Params. Such standardized sets of parameters are used

less it is available as the IP address in current use, ofy MOst hosts for Diffie-Hellman exchanges in IKE, and

a hostname available through reverse DNS. While thes¥/® anticipate that such standagdup-params would be

noninteractive protocols can be slightly more computa-US€d by most domains in DNSIBC.
tionally efficient than other approaches to using IBC, the

narrow set of circumstances in which they can be used,

and the potential difficulty in determining whether those5 Implementation
circumstances actually apply, make them less appealing.

If th fth ) h We have built a preliminary version of this system un-
t ;gm”pf'pahra”r‘]s 0 r:ed?bmq partlf_s irEt e ssze, '€ der Linux. Our implementation takes advantage of ex-
gardiess of whether thegomain-public-keys are diller- o qje DNSSEC support present in both the standard

ent, then they can use a key exchange protocol similar tﬂnplementation obind, the Unix DNS server program,

(but slightly less efficient than) the noninteractive proto- , 4 inpluto, the IKE daemon used by Free S/WAN, the
cols described above [4, 5]. This would happen if they ost common IPSEC implementation for Linux.
belonged to different domains, and those domains useg]

the same choice from among the standard seggouifp- . .

params. This protocol is illustrated in Figure 5. The -1 IBC Libraries

resulting protocol avoids the shortcomings of the nonin-

teractive protocols — it is applicable to hosts from differ- For our initial implementation we wrote a 100%-Java
ent domains, and does not suffer from key escrow. Themplementation of the low-level field, elliptic curve, and
resulting protocol is effectively a pre-shared key proto-Tate pairing operations necessary to perform identity-
col that uses additional elliptic curve Diffie-Hellman in- based cryptography. This work is based on the C imple-
formation in the computation of the session key. Thesamentation of identity-based encryption available at [28].
additional Diffie-Hellman values are directly analogous Our Java library is used by our PKG server and email



Initiator Responder
HDR, SA,xP, N;, IDj —
«—— HDR, SA, xP, N;, ID;;, HASHRr
HDR* HASH, —

Keys and authentication values used in protocol are computed as follows:

SKEYID = prf(Kpsk Ni || Nr)
HASH, = prf(SKEYID, %P || %P || CKY-l || CKY-R || SA || IDji)
HASHrR = prf(SKEYID, P || xP || CKY-R || CKY-l || SA || IDir)

Symbols are as in Figure 5, with additional symbols defined as follows:

HDR ISAKMP header
nxP,xP asin Figure 5, sentin an ISAKMP KE payload
HDR* ISAKMP header, payload encrypted undex, P (also used in computation &fsi)
SA SA negotiation payload with one or more proposals from initiator, one choice from responder
Ni,N; initiator and responder nonces
HASH,,HASHR initiator and responder hashes
prf(key,msg keyed pseudorandom function
CKY-I,CKY-R initiator and responder cookies, respectively
SA; the body of the entire SA payload sent by the initiator

Figure 6: Identity-based version of IKE’s pre-shared key authentication protocol. Aggressive mode is illustrated here,
main mode is similar.

client. We are working to complete a C port of our li- first configuration of a domain (or re-keying of an ex-

brary for use in our IKE implementation. isting domain), the PKG runssetup sub-program that
allows an administrator to select one of the standard sets
5.2 DNS Support of domain parameters (see Section 2.1) or to generate

her own. The administrator also indicates how the mini-
- . : mum interval permissible before compromised keys can
We have modified a DNSSEC-compliant version of thebe revoked; this is controlled by the salt lifetime (see

gnt'.);:sz Sﬁ;;eraprg)rggg’ailglgélzissoﬁzgrtggZr?(;St:'.Sections 2.1,2.2). Thetup program then creates a mas-
yti '9 P ’ Wil r secret and initial salt, and stores both these and the

Figure 4. These parameters are initially inserted in the

: system parameters in two files: one appropriate for use
gsl\lnsei:gggr?set”p phase of the PKG, and are updated by the PKG service, and another suitable for incorporat-

ing into a DNS zone file. This latter step could also be

. implemented using DNS dynamic update.
The PARAMS resource record type is implemented as a P g y P

g:)zdrgf?ggr;ef;;g’ i;witrrr]\SeRrr:ZE?egélésTQeriﬁgfi:aed_ teXTh(? PKG service then starts on a maqhine inside the do-
(TXT) record type, with RR type 45 Fnaln network. It listens for conngctlons on a kngwn
' ' port (5599), and secures them using SSL/TLS, using a
) ] ] self-signed certificate (obtained from Javasytool)
5.3 Private Key Generation Service that was previously distributed to clients. Clients con-
nect to the service to obtain their keys either on first
In a fully deployed system, there are many ways to im-initialization, or on change of salt. Authentication of
plement a PKG that provide different amounts of auto-clients is done using the simple “in-vs-out” determina-
configuration and different levels of protection on the tion described in Section 2.3, based on the desired iden-
domain master secret. In our implementation, we havdity (email address or FQDN) provided by the client. Pri-
chosen to maximize ease of use and simplicity of setupyate keys, parameters, and the current salt are returned
in order to encourage deployment. to clients as XML-encoded data protected by the SSL
tunnel. Clients then store their new private keys in the
Our PKG is a standalone program written in Java. Onlocation and manner appropriate to them.



To supporsalt updating, the currentlt is passed either as necessary from the PKG the first time it runs, and up-
on the command line or in a configuration file. Updating dating them on expiration of the domairt.
the PKG to issuerivate-keys derived from the new salt
is a simple matter of restarting the PKG. We use the fully-qualified domain name FQDN to iden-
tify IPsec hosts, because it allows us to easily support
IBC-based IPsec to hosts that use DHCP to obtain their
addresses, even if those hosts are currently roaming out-
side their home domains (a “road warrior” configura-
As a pre”minary proof of Concept, we have imp|ementedti0n). For those modes of IKE where the reSponder does
a standalone mail client in Java that can send and reﬂOt send the initiator their |dent|ty before it is needed to
ceive email encrypted with IBE using domain parame-derive their public key€.g. both modes authenticated
ters pulled from a DNS server modified as above. with public key encryption, and main mode authenti-
cated with pre-shared keys), the initiator must already
To send encrypted ema”, our client uses ﬂmejava know the responder’s |dent|ty, or be able to use reverse
package [29], which we modified to accept and parsé)NS on their IP address to determine their |dent|ty This
the newPARAMS andPSALT DNS resource records. Our IS notan extreme limitation, as you frequently know with

client encrypts the message using our Java IBC librarieshom you are initiating a communication with. If it is
encodes it as an XML string, and sends it to the recipi-2n unacceptable limitation, an IP address can be used as

ent’s mail server using thgavax.mail package. a host'sid without change to any of the above protocols.

5.4 Email Client

Upon receiving the first encrypted email message, our

client pulls the currendalt and its owrprivate-key from 6 Related Work
the PKG and stores them in a keystore in the local

filesystem. On subsequent encrypted email messages

received, the client queries the PKG for the latest Sa'Whi|e the value of identity_based encryption for secur-
if the currentsalt’s TTL has eXpired; if th&alt Changes, |ng email has been recognized for some time [2], 0n|y
it requests a nevprivate-key. In our implementation, recently have other uses for IBE, and IBC in general,
the domain-params are included in therivate-key, SO pegun to be explored. Much of this work has been at the
there is no need to perform a separate check for changegvel of cryptographic primitives, focusing on identity-
domain-params. based signature schemes ([3, 16, 23]) and key exchange
protocols ([5, 25, 27]). While much of the work on
We note that decryption of email is completely transpar-igentity-based cryptography has focused on the model
ent to the user: no interaction whatsoever is required pUNNhere there is one g|0ba| trust infrastructure, and one
keys and decrypt messages. trusted IBC key generator, more recent work has begun
to describe primitives that work with less restrictive trust
In future work, we would like to incorporate support models. This began with work on hierarchical organiza-
for domain-based IBC parameters into the existing IBE-tions of IBC trust centers [14, 17], and has continued

based plugins for Outlook and Eudora [28]. with the design of protocols which work between users
in different trust domains that share some of their math-
55 |KE Client ematical parameters [4, 5]. We have been able to make

use of this latter work in our own (see section 4.2.1).

The basis of our initial implementation of an IBC- Appenzeller and Lynn [1] have suggested using the non-
enabled IKE daemon is a modified versiongifuto, interactive identity-based key exchange protocols sug-
the IKE daemon provided as part of FreeS/WAN [13]. gested by Sakai et al. and others [14, 25] to secure net-
This implementation was chosen because FreeS/WANvork traffic. While their work is very much in the spirit

is widely used under Linux, and already provides exten-of ours, it suffers from a number of critical limitations.
sive support for retrieving public keys from DNSSEC. First, it will only support communication between hosts
As pluto does not provide complete support for in the same IBC trust domain. As we note in the intro-
use of public-key encryption to authenticate IKE ex- duction, a global IBC trust system is not a realistic de-
changes, we are concentrating on implementing theloyment scenario. Second, it is a non-standard, special-
IBC signature-based and preshared-key based modes dadrpose protocol. As such, it has not been analyzed in
scribed in Section 4. Again, our modifigduto is de-  any detail, and has no deployment support. In contrast,
signed for autoconfiguration, requesting its private keysour approach is to support communicating peers who do



not belong to the same trust domain, and to enable IPse& domain-based approach also eases autoconfiguration
to use IBC to secure network traffic. While IPsec it- and system setup, both for the system administrator, and
self is not a perfect protocol, it is extremely widely de- the end user. If basic credentials for securing email and
ployed, studied and supported, and is subject continuingetwork traffic are organized according to the domain,
improvement. Therefore, the general approach to IBCa simple default implementation of a system to cre-
enabled IPsec presented here seems the most effectiage and manage such credentials can be provided along
way to leverage IBC’s deployment advantages to securwith the other tools used to manage a domain, much as
network traffic. DNSSEC tools now come along with the name server,
bind. Domains with more sophisticated security needs
and resources can replace these simple implementations
7 Advantages Over Alternative with something more complex, but they may be good
Approaches enough for many domains that currently find themselves
unable to set up and manage a PKI from “scratch”. A
: domain-based system which uses DNSSEC to root its
We believe that our approach offers a nu_mt_)er _Of ad'trust has the added advantage that it removes yet another
vantages over existing methoo!s for key _d|str|but|on toenergy barrier to deployment. Although it is rolling out
secure email and network traffic. In particular, we be'sIowa, there are very good practical reasons for full de-

lieve that our scheme, with its emphasis on autoconfiguy, v ment of DNSSEC. Trust infrastructures that inherit
ration, makes it simple enough to deploy these technolof om DNSSEC (e.g. by using your domain or zone’s

gies that t.hey CO,UId begin to see much more Widesprga NSSEC keys to sign and hence authenticate your do-
use. In this section, we compare DNSIBC to alternatlvemam IBC parameters) can take advantage of this mo-

approaches. mentum, and are therefore much easier to deploy in prac-
o tice than setting up yet another trust hierarchy whose or-
7.1 Distribution of Trust ganization mirrors that of the DNS.

An important feature of DNSIBC is the idea of domain- 7.2  Use of Identity-Based Cryptography
based trust. This is in contrast to standard IBC ap-

proaches requiring the establishment of a global trus - )
system [2, 1], which engenders a tremend We have argued strongly above for the practical advan

ous managqéges of domain-based, standardized trust systems. Why,
ment problem —who gets to manage such a

: SyStem’eV%Hen should we implement such a system with IBC,

it is.distributed, and how do t_hey aut_henhcate reqUEStS - ther than say, having each domain directly certify the
for private keys — and resuilts in a facility for global key keys [9] or digital certificates [10] of end-entities with

escrow and key compromise. DNSSEC, and distribute them through the DNS? Or per-
Paps have an LDAP server running which maintains a
list To see the advantages of IBC in these situations, it is
illustrative to focus on the clients — IBC has its strongest
advantages there.

Our approach is based on a hierarchical distribution o
trust, similar to that used by traditional PKIs and hierar-
chical IBC schemes [14, 17]In contrast to traditional
PKIs, however, our approach links its hierarchical orga-
nization directly to that of the DNS, rather than having
organizations create PKI nodes as a function of their in- i . i
ternal organizational structure. Using a domain-based -2-1 Versus Storing Certificates in DNS
approach, whether for IBC or even a traditional PKI, has
the advantage that the things we are intending to authenwhy use IBC, rather than distributing keys or certifi-
ticate are email senders and network hosts, whose ideiates via the DNS? Distribution of a domain root cer-
tities derive directly from domains as structured in thetjficate via the DNS would give us a domain trust model
DNS. This approach also dramatically simplifies the tasksimilar to DNSIBC, and would make it easy for clients
faced by someone outside of a given domain who wishegrom different domains to find the trust root for their
to communicate securely with someone inside that dogesired communication partner. We could even, in the
main, by making it easy for them to find out whether or extreme, automate a domain’s certification authority so
not there is a cryptographic trust system in place (e.gthat clients (email users and network hosts) could au-
IBC system or PKI) in that domain, and to know where tomatically request certificates when they needed them.
to look for credentials in that trust system. Such a system is actually currently implemented in
6See Section 1.1 for discussion of the shortcomings of current hi-Microsoft Windows 2000 Active Directory-based do-
erarchical IBC schemes. mains that run a Microsoft Certification Authority [7].




Machines belonging to the domain can be configured t&/.2.2  Versus Dynamic Certificate Generation
automatically request an IPsec certificate when they first

join the domain, and that certificate is stored in Active . . o _
Directory, which also can be used to store and distributé-2Stly, we might consider using instead a system with
user email certificates. That particular approach is lim-dynamic or “lazy” certificate generation. An LDAP cer-
ited to a particular vendor's client and server software lificate server could be set up which, if a user or host

and limits access to the stored certificates to members gtréady has a certificate, returns it. If not, it generates
the domain, but it could obviously be generalized. a key pair, makes the certificate available to the outside

world, and keeps the private key to be later transmitted

We suggest a number of reasons why IBC might be 4° the user or host.

better approach. First of all, it minimizes the number of

interacting parties in the system, and in particular, theQUr IBE-based approach has several advantages over a
number of parties that need to update the DNS zone inSyStém such as this. First, in IBE, the process of generat-
formation. Using IBC, domain parameters need to bed & User's private key is decoupled from the generation
made available by the DNS, but no per-client informa-©f their public key (which is, of course, just their iden-
tion needs to be there. In a certificate-based approaciity-) This allows us to introduce an “air gap” in between
each client needs to place their certificate informationtN€ Private key generator and the outside world: the pri-
into the DN'S. An IBC approach also dramatically re- Vate key generator need only be accessible by users or
duces the bandwidth required to access peers’ credentigiachines within the domain. In contrast, our hypothet-
information. To communicate with any number of peersic@ LDAP certificate server, which is on the outside of
in a given domain, | only need to obtain that domain’s & (_jomam’s firewall, must mglntaln_connect_lwty with the
parameters once per revocation interval. | can then comPrvate key generator at all times, introducing a possible
municate securely with any email user in the domain, oPth for an attacker to the private key repository.

any domain host, for which | know an address. | can also ) . .
cache that information and make it available to a pOp_Furthermore, this LDAP certificate server must either

ulation of querying hosts using standard DNS cachingva”date requests or generate key pairs for every request
software. that is made. For instance, the LDAP server either main-
tains an up-to-date list of email addresses, which an at-

Another advantage of this approach is that using it, | carfacker could then quickly probe; or, it generates key

communicate securely with any host or email user whos@@irs for every requested email address, which opens up

address | know — but only those whose addresses | knov\\[qlnerablllty to denial-of-service by flooding the server

If every user in a domain has their email address directiyVith bogus requests. In our IBE-based approach, no

represented in the DNS in the form of their digital cer- SUCh attacks are possible.

tificate, “fishing expeditions” to find user identities or ) ] o ]

the distribution of hosts become much easier. Lastly, a major strength of integrating identity-based en-
cryption parameters into the Domain Name Service is

And finally, this approach preserves the appealing us&€ Propagation and redundancy the DNS provides via

model of IBC. | can send encrypted email to a user thaf2ching.  In our hypothetical LDAP system, a single

has not yet bothered to get the private key necessaryervice must be contacted in order to send encrypted

to decrypt it, or even perhaps to install the software oreMail to a user in a domain. In our scheme, the identity-

plug-in necessary to support IBC. Having received sucHPased encryption parameters for that domain propagate

an encrypted email, that user is then considerably mor&rough the DNS and can be cached locally.

motivated to perform the necessary steps to decrypt it,

after which he will continue to seamlessly participate in

the system. Similarly, it becomes possible to support

both autoconfiguration of IPsec hosts who can retrieve8  Conclusions

their own keys as part of their setup process, and seam-

less IPsec termination by trusted proxies provided by the

domain for devices not capable of terminating IPsec ONpe have presented an approach to protecting email and

their own. network traffic using identity-based cryptography and
domain-based trust. We think that this system provides
a simple and easy way to establish widespread support
for secured communication, through its thorough sup-
port for autoconfiguration, and identity-based cryptog-



raphy’s novel solution to the key distribution problem. [13] Free S/WAN Project.

We have built an initial implementation of this system _ _ _
in Linux as a proof of concept of its effectiveness and [14] C. Gentry and A. Silverberg. Hierarchical ID-based
usability.
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