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Abslrucl-The current IEEE 802.11 Wireless LAN (WLAN) sys- 
tems are unable to support real-time applications because the un- 
derlying contention-based MAC (Medium Access Control) protocol 
causes unpredictable delays. I n  this paper, we present the imple- 
mentation details of a new RT-WLAN device driver module, which 
extends t h e  original Linux device driver for the popular Agere 
ORiNOCO cards to support soft real-time communications. To o u r  
best knowledge, this is the first effort i n  providing real-time support 
in t h e  WLAN environment at the device driver level. By shifting the 
design focus from the MAC layer, which is normally hard-coded in 
the NIC (Network Interface Card), to the device driver level, which is 
between the system kernel and the MAC layer, our scheme has a clear 
advantage. Users can simply replace the original ORiNOCO driver 
w i t h  RT-WLAN, and then enjoy the benefits of real-time communi- 
cations without having to change the NIC firmware or re-compile the 
Linur kernel. 

RT-WLAN uses two separate queues for real-time and non-real- 
time traffic. The real-time queue is served according to the EDF 
(Earliest-Deadline-First) policy, while the non-real-time queue is 
served in a FIFO (First-In-First-Out) manner. Besides, an adap- 
tive traffic smoother is implemented in RT-WLAN to regulate bursty 
non-real-time traffic before they are injected into the network, thus 
giving higher priority to in-progress real-time transmissions. Exper- 
imental results show that the desired real-time support and service 

.-- differentiation among multiple real-time sessions are achieved by us- 
ing RT-WLAN. 

-~ -- 

1. I N T K O D U C T I O N  

In recent years, thc number of laptop and palmtop users has 
been increasing drastically, and more and more people are rely- 
ing on various wireless networks to communicate with each other 
and cxcliange infomiation. WLAN (Wireless Local-Area Net- 
work) is the one that has received the most significant attention, 
because it provides higher bandwidth than wide-area cellular sys- 
tems and can support multimedia services in  addition to the usual 
daw service. The IEEE 802.1 I [ I ]  is the first international stan- 
dard for WLANs, and has been widely used in most commer- 
cial WLAN products available in the market, e.g., the popular 
Agere ORiNOCO (or formerly Lucent WaveLAN) devices [Z]. 
Thc IEEE 802.1 I standard specifies two different MAC (Medium 
Access Control) schemes: the contention-based DCF (Distributed 
Coordination Function) and the polling-based PCF (Point Coor- 
dination Function). At present, most 802.1 I-compliant products 
only implement the mandatory DCF, and due to the contention 
iiarure of the DCF, the current 802.1 1 systems yield unpredictable 

delay Characteristics and do not support prioritized transmission 
of real-time traffic. 

The IEEE Task Group E has been working on the new 802. I l e  
standard [3][4], which defines enhancements to the current 802.1 1 
MAC to support applications with QoS (Quality of Service) re- 
quirements. One of the new mechanisms is called the EDCF 
(Enhanced Distributed Coordination Function), which realizes the 
QoS support by introducing the concept of TCs (Traffic Cate- 
gories). A single station may implement up to eight transmis- 
sion queues whose service priorities are determined by differ- 
ent queue management parameters. Each queue corresponds to 
a certain TC. Before the new 802.1 l e  standard is finalized by 
the IEEE standardization committee and introduced to the market, 
the DCF-mode 802.1 I-compliant WLAN devices are expected to 
continue their dominancc of the market. Actually, even after the 
new 802.1 le devices are introduced to the market, there will still 
be many legacy 802.1 1 WLAN devices deployed in various sec- 
tors. In order to support real-time applications within the current 
802. I 1  systems, appropriate real-time extensions are essential. 

A number of approaches have been proposed to support pri- 
oritired transmission of real-time traffic. The authors of [51 pro- 
posed a prioritized MAC scheme, by modifying the current 802. I 1 
standard. which allows the real-time control traffic to eo-exist 
with the multimcdia and batch traffic. In [6 ] ,  the authors pre- 
sented a distributed priority scheduling technique that piggybacks 
the priority tag of a station’s head-of-line packct onto handshakc 
and data packets. By monitoring transmitted packets, each sta- 
tion maintains a scheduling table which is used to assess the sta- 
tion’s priority level relative to other stations. The existing 802. I I 
backoff scheme is then modified to incorporate this scheduling 
table, so as to approximate the ideal schedule. However, both 
approaches require changes in the actual NIC (Network Inter- 
face Card) firmware, since the MAC functions are nonnally hard- 
coded in a WLAN card. In [7], an adaptive traffic smoothing 
scheme was proposed to support real-time traffic in th? Ethernet 
environment. The key idea is to smooth the non-real-time traffic 
andgive priority to real-time transmissions. The evaluation results 
in [7] show that adaptive traffic smoothing is very effective in pro- 
viding soft real-time guarantees over Ethernet. However. the au- 
thors implemented this idea in the OS kemcl, and thus, users have 
to re-compile the OS kernel before the adaptive traffic smoothing 
scheme takes effect. 

We address this problem at the device driver level; in partic- 
ular, we implement an enhanced Linux device driver - called 
RT-WLAN - for ORiNOCO cards, which extends the original 
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ORiNOCO driver to support soft real-time applications. In con- 
trast to tlic approaches of changing the OS kernel or modifying 
tlic NIC firmware, our scheme has a significant advantage: it can 
be used along with the existing OS kernel and protocol stack as 
well as the off-the-shelf ORiNOCO devices, so users can siin- 
ply replace the oiiginal ORiNOCO driver with RT-WLAN and 
cnjoy the significantly better real-timc support. In RT-WLAN, 
two scpratc queues arc uscd for real-time and non-real-time traf- 
fic. respectively. The real-time queuc is served according to the 
EDF (Ellrlicst-Deadlinc-First) policy IS], while the non-real-time 
queuc is served in a FIFO (First-In-First-Out) manner. Besides, in 
nrilcr to h a w  real-time traffic access the shared wireless medium 
with higher priority than non-real-time traffic, we borrow the idea 
of adaptive traffic smoothing from [7] and implement it as part 
o f  our ncw devicc drivcr. In addition, bcing close to the actual 
physical layer enables us to get morc timely fcedback about the 
traiisiiiission results, thus making our approach more responsive. 

The rest of this paper is organized as follows. Section I I  in- 
ti-duces the DCF of the IEEE 802.1 I MAC as well as the IEEE 
802.1 Ib physical layer (PHY). The implementation details of RT- 
WLAN arc presented in Section 111. Section VI presents and eval- 
uates the experimental results. and finally, the paper concludes 
uith Section V. 

11. S Y S l E M  OVERViEW 

.4. DCFi?fIEEE802.i I  MAC 

Tlic DCF. as the basic access mechanism of the IEEE 802.1 1 
MAC. iichicvcs automatic mcdium sharing among compatible sta- 
tions through the use of CSMAiCA (Carrier-Sense Multiple Ac- 
cess i v i t l i  Collision Avoidance). A wireless station is allowed to 
transmit only if its cai-riei--sense mechanism determines that the 
medium I ias been idle for at least DlFS (Distributed Inter-Frame 
Spacc) timc. Besides. i n  order to reduce the collision probability 
among multiple stations accessing the medium. a station is re- 
quired to sclect a random backoff interval after deferral, or prior 
to attempting to transmit another frame aftcr a successful trans- 
iiiission. 

Thc SlFS (Short Inter-Franic Space), which is smaller than the 
DIFS. is the time interval used between reception of a data frame 
and traiismission of its Ack frame. Using this sniall gap between 
transmissions within the frame exchange sequence prevents other 
stations - which are required to wait for thc medium to be idle for 
a Iongcr gap (e.g.. at least DlFS time) - from attempting to use 
rhe mcdium. thus giving priority to completion o f  the in-progress 
frnmc cvcliange. The timing of successful frame exchanges is 
sl ioivi i  i n  Fig. I. On the other hand. if no Ack frame is received 
due possibly to a collision on the wireless channel, as shown in 
Fig. 2.  tlic trinsniitter will contend again for the medium to rc- 
t l a i i s i i i i t  thc frame after an Ack timeout. According to the Specifi- 
cutioii and Desci.;ption Lansiiqe formal description of the I EEE 
802.1 I MAC operation [I], an Ack tiiiicout is equal to a SlFS 
timc, plus tlic Ack transmissinn time, and plus a Slot time. Note 
that the crossed block i n  Fig. 2 represents a frame collision. 

Moreover, the DCF defines an optional mechanism, which re- 
quires the transmitter and rcccivcr exchange short RTS (Request- 
To-Send) and CTS (Clcar-To-Send) control frames prior to the 
actual data transmission. 

Fig. I .  Timing of successful frame exchanges under the DCF 

SlFS 

Fie. 2 .  Frame re-transmission due lo collision 

B. Bockof Behavior ofiEEE 802. l l  DCF 

The random backoff interval is in the unit of blor f ime,  and 
this random number is drawn from a uniform distribution over 
the interval [0, Cw], where C W  is the contention window size 
and its initial value is nCWmin. In the case of an unsuccess- 
ful transmission, CW is updated to [2x(CW+I)-I]. Once CW 
reaches nCWmax, it will remain at this value until it is reset to 
aCWmin. In the case of a successful transmission, the CWvalue 
is reset to aCWmin before the random backoff interval is selected. 
The average backoff interval before the ith transmission attempt, 
~ or equivalently, the (i- I ) lh  re-transmission attempt, denoted by 
T b h o f f ( i ) .  can be calculated by 

~ 

T b k o f f ( i )  = (1 )  
mill [P' . (aCWmin + 1 )  - 1 , a ~ ~ m a x I  

. tSlot7ime. 
2 

For the Agere ORiNOCO silver cards used in our experiment. 
if the RTSKTS option is tumed off and fragmentation is dis- 
abled, thc number of frame transmission attempts is limited to 4 
( I  5 i 5 4) before the frame is eventually discarded by the NIC 
and a delivery failure indication is sent back to the device driver. 

Each station decrements its backoff counter every rSlotTime in- 
terval after the wireless medium is sensed to be idle for DlFS time. 
If the counter has not reached zero and the medium becomes busy 
again, the station freezes its counter. When the counter finally 
reaches zero, the station starts its transmission. Fig. 3 illustrates 
such an operation of decrementing the backoff counter. 

SIFS DiFS DIFS 
s , a ~  n , , I BUS* Mealum I I , 1 Frame A2 

6 5 4 3  2 1 1  0 

SI01 Time SlalTime 

SlFS 

Fie. 3. An example ofdata framc lransmissions and backoff decrements 

C. iEEE 802.Ilb PHY 
The Agere ORiNOCO silver card is designed based on the 

IEEE 802.1 I b PHY [9], which is one of the high-speed extensions 
to the IEEE 802.1 1 and is referred to as HRiDSSS (High Rate Di- 
rect Sequence Spread Spectrum). I t  extends the data transmission 
rate to 5 . 5  Mbps and I I Mbps using the advanced CCK (Com- 
plimentary Code Keying) modulation technique. The frame ex- 
change between MAC and PHY is under the control of the PLCP 
(Physical Layer Convergence Procedure) sublayer. Table I lists 
the related characteristics for the IEEE 802.1 1 b PHY. 
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tSIFS77me l o p s  . SlFStime 
fDIFSTime 50 ps DlFS = SlFS + 2 x Slot 
uCWmin 31 min contention window size 
uCWnmx 1023 max contcntion window size 

~~ 

TABLE I 
I E E E  802.1 I B  PHY C H A K A C T i R l S T l C S  

' 

I Charactcristics 1 Value 1 Comments 
I tSIof7ime I 2ous I Slot time I 

iPLCPOverhead I 192 ps I PLCP overhead 

D. MAC/PHY Luyer 0vei.heods 

111 the IEEE 802.1 I MAC, each MAC data frame, or MPDU 

r- wc < 
RIy d 7- 

(a) Original OKiNOCO driver (b) RT-WLAN 

Fig. 4. Comparison of two device drivci architectures 

(MAC Protocol Data Unit). consists ofthe following components: 
IwAc , frame of variable length, and FCS (Frame 
Check Scquel,ce). The MAC overheads due to the MAC header 
and the FCS are 2x i n  total, Besides, the Size of an Ack 
frame i s  14 OctetS, ~~~i~~ the transmission, a p ~ c p  
and a pL,cp header are added to an MPDU to create a PPDU 
(pLcp Protocol Data Unit), In  the lEEE 802,1 PHY, the pLcp 

transmitted at I Mbps. So, the PLCP overhead is 192 ps. 

transmitted over the IEEE 802. I 1  b PHY at ra ter  (Mbps) is 

packets, within the same station. Hence, RT traffic may still S U ~  

fer high latency due to the potential collisions with other traffi. 
on the shared wireless medium and the consequent hackoffoper 
ations according to the 1EEE 802.11 standard. A large burst 0 

NRT traffic at one station makes it very hard to provide bounde( 
transmission delays for the RT traffic at another station. To dea 

smoothing [7i to N R '  
traffic in RT-WLAN. The key idea is to regulate bursty NRT traf 

before they are injected into the network, thus giving hi& 
priority to in-progress real-time transmissions. Since RT tram, 
(e.g., multimedia or real-time control applications) usually arrive. 
pseudo-periodically, it need not be smoothed [7]. The RT-WLAP 
architecture is illustrated in Fig. 4(b). 

i s  144 bits and the p ~ c p  header is 48 bits, and both are w i t h  this problem, we apply adaptive 

Therefore, the  time for a data frame octets payload to be 

( e  + 28) . 8 
r 

Tc,,,tc,(E: 1.) = tPLCPOuerhead + 
( f  + 28) '8 

r (2) A .  User. lnteiface = 192+ (W). 

Similarly. the Ack transmission time at rate r (Mbps) i s  We have provided well-formulated APls that are easily usabli 
by application programmers. An application can indicate whether 
the packet it creates is a real-time packet, and spccify the come 
sponding deadline information, if necessary, by using the fiinctioi- 
call: setpiorityfint  packet.type, double relu/iw_deaeadline). ThC 
packet-ppe parameter can take thc value of 0 (for non-real-timc: 
packets) or 1 (for real-time packets). The relativedendline pa 
rameter specifies the relative deadline that each real-time packei 
should try to meet after it is generated. If a packet is specified 
as a non-real-time packet, the value of relativedendline is simply 
ignored, 

The setpriorigl)  function call is implemented by using the sef 
sockopfl) system call, The 
are differentiated by setting the TOS (Type-Of-Service) field in  
the I p  header, The absolute deadline of each real-time packet ir 
obtained by adding the relative deadline to the current time at the 
instant ofpacket generation, and this deadline value is carried in 

ioc,lo call  by which the application programmer can re- 
vert back 

1 4 . 8  
?;icc(i.) = iPLCPOver-herrd+ ~ 

r 
112 

= 1 9 2 +  - (ps). (3) 

111. RT-WLAN 

RT-WLAN is implemented by modifying the original Linux 
device driver for Agere ORiNOCO cards (0rinoco.c . and 
orinoco.cs.c. version 0.08 [IO]). The versions of the Linux ker- 

and the P C M C I A  package, which RT-WLAN is based On, are 
2.4.12 and 3.1.31, respectively. The key modification is to add 
soft real-time extensions to the original driver so that the deadline 
requirements of the real-time applications can be better guaran- 
teed. 

serves the packets in a FIFO (First-In-First-Out) manner with- 
out differentiation between RT (Real-Time) and NRT (Non-Real- 
Time) ti-affic. I n  contrast, RT-WLAN provides separate queues for 

and non.real.time 

As shown i l l  Fig. 4(d. the original ORiNOCO driver silnply the lP_OPTIONS field ofthe I p  header, Besides, we extend the 

to the original ORiNOCO driver, 

RT and NRT traffic, and the service preference is givento the RT 
queuc. Besides. in order to have most real-time packets meet their 
deadlines. we apply the EDF (Earliest-Deadline-First) policy to 
the RT queue in RT-WLAN, so that the real-time packets with the 
closest deadlines are served first in the RT queue. 

Notc that the above extension only provides the service differ- 
entiation between RT and NRT traffic, as well as among the RT 

B. RTQueue rind EDFPoliCY 
In RT-WLAN, the real-time packets are served according to the 

EDF policy. A packet with a smaller absolute deadline receives 
priority over other packets with larger deadlines. Therefore, the 
RT queue is maintained by keeping the real-time packets in thc 
increasing order of their absolute deadlines, and the packet with 
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.he earliest deadline is always positioned at the head of the RT 
:iueue. Whenever a new real-time packet arrives from the upper 
layer. an appropriate position will be found for this new packet so 
as to maintain the sorted order. 

Note that, in order to implemcnt such an adaptive traffic 
smoother, it is very important to detect a change in the network 
utilization. At the device driver level, the estimation of the net- 
work utilization can be indirectly obtained either from the colli- 
sion status report by the NIC after it detects the packet collisions, 

C. NRT Queue rind Adiiplive Pafie  Smoother. 
or by measuring the clearing time of the NIC buffer. The latter 
onc is used in RT-WLAN. The rationale behind it and the related 

. In RT-WLAN. the NRT queue is maintained in a FIFO man- 
ricr: all thc non-real-time packets are served in the order that 

analysis will be presentednext. 

they were en-queued. Besides, RT-WLAN requires each packet 
to pass through an additional traffic smoother before it is actually 
de-queued. This traffic smoother decidcs whether a non-real-time 
packet should be sent directly to the NIC or returned to the NRT 
quciie for a deferred transmission. 

A traffic smoother regulates bursty NRT traffic to reduce the 
:hance of packet collisions and keeps the network utilization un- 
k r  a certain limit. More specifically, a traffic smoother regulates 
the NRT packet stream using a credit bucket, which is the same 
IS the well-known leaky-bucket regulator [ l  I ] .  The credit bucket 
has tx'o parameters: CBD (Credit Bucket Depth) and RP (Refresh 
Period). A credit of CBD bytes are replenished into the bucket 
:vcry RP seconds, so the station input limit is given by CBDiRP. 
The traffic smoother used in RT-WLAN is adaptive in the sense 
:hat the station input limit may vary according to the current net- 
work utilization. It uscs a simple adaptation mechanism called the 
HlMD (Harmonic-Increase and Multiplicative-Decrease) adapta- 
:ion as follows. HlMD decreases RP by a fixed constant 6 every 
r seconds when the network utilization i s  low, thus increasing the 
;tation input limit harmonically. The station input limit may be 
increased as long as the overall network utilization does not cause 
-cal-time packets to experience larger delays. On the other hand, 
Jhenever a non-real-time pecket reaches the traffic smoother, the 
raffic smoothel- will check the time instant when the nehvork uti- 
ization was last indicated high and compare it with the current 
ime. If this time difference falls within a certain bound a,  the 
rafic smoother assumes that another station is trying to transmit 

I real-time packet. In this case, it abstains from transmission by 
leplcting thc current ci-edits and doubling the RP. thus decreasing 
lie station input limit multiplicatively. The values of CBD, RP, 
i. T .  and < I  may be modified through the extended ioctl() systcm 
,311. The procedural descrivtion of the adaative traffic smoother 
s slioWn in Fig. 5 

Adaptive-Traffic.Smoother() { 

> (Current.Time - a)) { 
send.packet.back_toqueueue: 
Number.of_Credits = 0: 
RP = min(RP-max, 2*RP); 

if (Last.High.Network.Utilization~lndication.Time 

} 

} 

else if(Number.of.Credits > 0) { 
return NRT-packet; 

else scnd-packet.back.to.queue: 
returr NULL:  

i 
i.'ig. 5. Placudural drhcl-pion of ths  adaptive llaffic smoother 

D. NIC Buffer Clearing Time: hetwork Utilizution Indicator 

An adaptive traffic smoother in the Ethemet environment- for 
example, the one presented in [7] -may use the collision status 
report as the network utilization indicator, since most Ethemet de- 
vice drivers can easily collect the collision status information by 
querying the NIC. However, we are dealing with the WLAN envi- 
ronment, and the original ORINOCO driver does not support the 
collision status report Bcsides, the register details of the Hermes 
chip-set used in the ORiNOCO silver cards are not available to 
public. In RT-WLAN, we get around this problem by measuring 
the NIC buffer clearing time as the transmission delay of a packet, 
and also, as the indication o f  the current network utilization. The 
NIC buffer clearing time is measured as the time interval between 
when a packet is copied to the NIC buffer and when a success- 
ful packet delivery is reported by the NIC to the device driver. 
Clearly, our scheme works correctly only ifthe packets are served 
one at a time, i.e., the NIC buffer holds at most one packet at any 
time. This is also the way the NIC buffer is used by the original 
ORiNOCO driver. 

Obviously, when a packet is successfully delivcred without 
encountering any contention andor  collision on the wireless 
medium, the corresponding NIC buffer clearing time is small. 
Otherwise, the packet has to wait in the NIC buffer for a longer 
time until the wireless medium is cleared. To show how our 
scheme works, we ran two experiments, and the results are plot- 
ted in Fig. 6. The circle points represent the benchmark case 
when only one station is transmitting continuously. The cross 
points represent the case when two stations are contending for 
the wireless medium. In both cases, the packets are transmitted 
at 1 1  Mbps, the packet size is fixcd at I300 octets, the RTSKTS 
option is tumed off, and fragmentation is disabled. We have two 
observations. First, the NIC buffer clearing time in the benchmark 
case varies in a small range and the average value is less than 
1000 ps .  Second, in the contention case, although some packets 
still show small transmission delays that are comparable to the 
benchmark case, most of them present much higher transmission 
delays than thc benchmark case, and there are significant gaps in 
between. Reasons for such phenomenon can be explained as fol- 
lows. 

In the benchmark case, there are no contentions on the wireless 
medium, so all the packets are successfully transmitted in their 
first attempts. The random backoff interval before the transmis- 
sion is in the unit of rSlotEme (20 11,s) and this random number is 
uniformly selected from the minimuni contcntion window [0, 311. 
Therefore, the difference between the maximum transmission de- 
lay and the minimum transmission delay is 620 ws, which is ex- 
actly what we observed from Fig. 6. By refcrring to Fig. I ,  the 
average packet transmission delay in the benchmark case can be 
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using the NIC buffer clearing time as the netu)ork utilization indi- 
cator is more accurate than using the collision status report. since 
1 

calculated by' 

T,Jencir,nuri; = tDIFSTime + r b k o j j ( l )  + ?k,,,(1300; 11) 

+ tS/FSTime + Tack(l), (4) 

where Tel,ff(-), Tdc, tc , ( . ) ,  and Tack(.) are given by Eqs. (1). (2), 
iind (3). respectively. In the contention case, there are three possi- 
ble scenaiios resulting in exti-a delay of a packet transmission. 

I n  the first scenario. the wireless channel is busy due to an in- 
pi-ogress transmission when the packet arrives the NIC buffer. The 
cxtra waiting time (Abuay) could be any value from 0 to a full 
packet transniission time, so it is difficult to distinguish this sce- 
nario from the benchmark case. 

In the second scenario. the wireless station freezes its backoff 
counter since the other station starts transmitting first. By refer- 
ring to Fip. 3. the extra waiting time is given by 

= Td,,,(1300: 1.1) + rS/FSTillze + T,,k(l) 

= 1424ps. ( 5 )  

+ IDIFSTime 

packet collision is only one of the above thrce scenarios that may 
cause extra delay of a packet transmission. 

E. Pricker Sciiedder 

The procedural ,description of the packet scheduler is shown 
in Fig. 7. It monitors both the RT and NRT queues and gives 
priority to the RT queue over the NRT queue. Only NRT traffic is 
smoothed in order to keep the station traffic arrival rate - which 
includes both RT and NRT traffic ~ utidel- the station inmt limit. 

Packet-Scheduler() { 
if(RT-Queuesize > 0) { 

removc.thc_packet.from.head.of.RT.queue; 
send.packe1.to.N IC; 
Numbcr-of-Credits = Number-of.Credits 

- RT-Packetsize; 
1' 
else if (NRT.Queue.size > 0) { 

NRT-packet = Adaptive-Traffic-Snioother(): 
if (NRT-packet # NULL) { 

send-packetLto-NIC; 
Number-ofWredits = Number-of-Crcdits 

~ NRT.Packet.size: 

I 

Fig. 1. Procedural description o i t h r  packet schediilei 

If the RT queue is not empty, the real-time packet at the head 
ofthe RT queue is immediately transferred to the NIC, regardless 
of the number o f  available credits, and as many credits as the size 
of tlie packet are removed from the credit bucket. So the balance 
of credits could be negative. On the other hand, for a non-real- 
time packet, the adaptive traffic smoother is called upon to decidc 
whether it should he transferred to the NIC. 

In the third scenario, the transmitted packet collides on the wire- 
less medium and the wireless station has to re-contend for the 
channel to re-transmit the packet. By referring to Fig. 2, the aver- 
age extra waiting time is given by 

~ A,,,,,,,,, = T~,,,(1300.11) + Arkt imeout+ T b k o f f ( 2 )  

= T<I,,"(1300.11) + Tbi;",,(Z) 
IV. P E R F O R M A N C E  EVALIJATION 

In this section, we experimentally evaluate the effectiveness oi 

our RT-WLAN device driver. The Aeere ORiNOCO silver card: 

+ [tS/FSTi,ne + T < , c k ( l )  + rSlorTime] 

= 2024ps. ( 6 )  

1 - h ~  cross points between 2000 p s  and 3500 ps in Fig. 6 can be 
esplained by these two scenarios. 

Note that a packet transmission may experience multiple back- 
off freezes and/or collisions, thus resulting in even larger extra 
delays - for example, the cross points above 3500 ps. 

Based on the above analysis, in RT-WLAN, we select 2000 LLS 

as  the threshold: any NIC buffer clearing time larger than 2000 ~ L S  

indicates that tlie current network utilization is high. Actually, 

~ 

are used for wireless communications between laptops and a,; 
running i n  the IBSS (Independent Basic Servicc Sct) ad hoc mode 

For all the traffic sources used in the experiments, packets ali 
generated in succession and transmitted at 1 I Mbps. The packc 
size is fixed at 1300 octets, the RTSKTS option is turned off 
and fragmentation is disabled.* Moreover, for a real-time packet 
we measure the time interval between when it is gcncrated aril 

when it is successfully delivcred by the NIC. This time interval i l  
referred to as the latency the real-time packet experiences, whic; 
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A. Peer-to-Peer. Real-Time Streuming 
In this experiment, only two laptops are communicating with 

each other. The transmitter has two real-time traffic sources, 
namely RTI and RT2. The purpose is to show the benefit of ap- 
plying the EDF policy to the RT queue. 

First, we investigate the behavior of the original ORiNOCO 
driver. Figs. 8(a) and (b) represent the benchmark case when only 
RTI is activated and the case when both sources are activated, re- 
spectively. We can see that RTI latency in the benchmark case is 
always less than 100 nis, and when both traffic sources are acti- 
vated, the latency performances of both RTI and RT2 are equally 
affected and deviate significantly from the benchmark case. Based 
on this observation, i n  the following experiments, we set the rel- 
ative deadline for RTI traffic to 140 nis such that all the RTI 
packets i n  the benchmark case will meet the deadline requirement, 
while a significant amount of RTI packets will miss the deadline 
when both traffic sources are activated. Then, we vary the relative 
deadline for RT2 traffic to sec the benefit of applying EDF. 

I 
3 Im ,D( 

,ca "70. 

(a) single RT taffic (benchmark) 

. =  _I m f . 

Fig. 8. Latency comparison for RT traffic with a FIFO queue 

Now, we replace the original ORiNOCO driver with RT- 
WLAN. Fig. 9 shows the results when the relative deadline for 
RT2 traffic is set to 200 ms. The thick solid lines represent the 
rclative deadlines for both traffic. Due to the less stringent dead- 
line requirement of RT2 traffic, a higher transmission priority is 
given to RTI traffic. As a result, lcss RTI packets miss theirdead- 
lines at the expense of RT2 packets expcricncing larger latencies. 
I n  Fig. 9, the integer number along the X-axis represents the or- 
der of the ti-ansniitted packets, which may belong to either RT1 
or RT2. We can see that both sub-figures show certain degrees 
of data sparseness and the empty positions actually correspond 
to the packet transmissions from the other source. Clearly, more 
RTI packets are transmitted. Similar observations can be found in 
Fig. I O ,  where the relativc deadline for RT2 traffic is increased to 
400 ms, and as expectcd, cvcn less RTI packets miss their dead- 
lines and more transmission opportunities are offered to RTI 

I n  order to evaluate the benefit of using an EDF RT queue quan- 
titatively. we calculate the deadline miss ratio for RTI traffic and 
show the results in Fig. 1 I(a). We also count the number of pack- 
ets transmitted from cither source, from RTI only, and from RT2 
only during the 45-second experiment run, and the results are 
shown in Fig. I I(b). The X-axis represents the difference of the 
rclative dcadlines of RTI and RT2 traffic. Note that, when the 

::/ 
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(b) RT2 (relorivedeadline = 200 ms) (a) RTI (relotivedeadline = 140 ms) 

Fig. 9. iatency comparison for RT traffic with an EDF queue 
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(b) RT2 (relorivedeadline = 400 ms) (a) RTI (relativedeadline = 140 ms) 

Fig. IO. Latency comparison for RT traffic with an EDF queue 

tio (>0.06). As the deadline difference increases, RTI is assigned 
a higher transmission priority, thus resulting in a smaller dead- 
line miss ratio and more shares of bandwidth. On the other hand, 
the total number of transmitted packets remains the same regard- 
less of the deadline difference. Based on the above observations, 
we draw thc following conclusion: by applying the simple EDF 
policy to the RT queue, we are able to achieve service differen- 
tiation among multiple real-time sessions with different deadline 
requirements without sacrificing the total throughput. 

(a) Deadline miss ratio for RTI (b) Throughput comparison 

Fig. I I .  More experimental resuits far RT traffic with an EDF queue 

B. Real-7inze Streaming in the Presence of Third-Purfy Non-Real- 
Time Trafic 

In this experiment, three laptops are used. Two of them gener- 
ate RT and NRT traffic, respectively, and the third laptop serves 
as the common receiver to both. RT and NRT traffic are contend- 
ing for the shared wireless medium. The purpose is to show the . .  1 -  

deadline differencc is zero, all the packets are actually served in a 
FIFO manner, so RTI and RT2 are equally competing for the ser- 
vice. As a rcsult, almost an equal number of RTI and RT2 packets 
arc transmitted. and RTI traffic presents a largc deadline miss ra- 

benefit of applying adaptive traffic smoothing to NRT traffic. 
We create two different scenarios in our experiment and com- 

pare their latency performances. First, NRT traffic is injected into 
the network through the original ORiNOCO driver, and contends 
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with RT traffic for the wireless medium without adaptive traffic 
smoothing. Second, the original ORiNOCO driver is replaced by 
RT-WLAN, and thus, NRT traffic is smoothed before contending 
for the wireless mediuni. The parameters of our adaptive traf- 
fic smoother are: cy = I O  ms, 6 = 100 ps,  CBD = 1500 octets, 
RP,,, = 50 ms, RP,i, = 3 ms, and T = I O  ms. The corre- 
sponding results are plotted in Figs. 12(a) and (b), respectively. 
We can see that, without adaptive traffic smoothing, RT traffic 
experiences much higher latency due to the NRT contention. In 
contrast, with adaptive traffic smoothing, the latency performance 
of RT traffic is only slightly affected compared to the benchmark 
scenario, which is shown in Fig. 8(a). This is because the traf- 
fic smoother stops sending non-real-time packets and lowers its 
station input limit as soon as it finds out that its on-going packet 
transmission experiences contention andlor collision on the wire- 
less medium. 

I .  illl*lM,-l I . R T l d h l ~ . . , r a t d n l  

-- .,os * l d  i d  

(b) RT (+ smoothed NRT contention) (a) RT (+ NRT contention) 

Fig. 12. Latency comparison for adaptive traffic smoothing 

We also compare the throughput performances for these two 
scenarios, and the results are shown in Fig. 13. We have three ob- 
servations. First, without adaptive traffic smoothing, equal num- 
bers o f  real-time and non-real-time packets are transmitted, be- 
cause RT and NRT traffic are contending equally for the wireless 
medium. Second, with adaptive traffic smoothing, more real-time 
packets are transmitted, while still a reasonable number of non- 
real-time packets are served when the wireless medium is avail- 
able. Third, there is about a 5% drop in the total throughput when 
adaptive traffic smoothing is applied. The rationale behind the 
drop is that the cautious nature of the adaptive naffic smoother 
results in a conservative transmission strategy for non-real-time 
packets. Therefore, the wireless medium may not be fully-utilized 
under our experimental setup. 

Fig. 13. Throughput comparison for adaptive traffic smoothing 

V. CONCLUSION AND FUTURE WORK 
In this paper, we present the implementation details of RT- 

WLAN, a soft real-time extension to the original ORiNOCO 
Linux device driver, which supports the IEEE 802.1 Ib-compliant 
ORiNOCO silver cards under the Linux operating system. RT- 
WLAN is implemented as a loadable device driver module and 
is very easy to deploy. Users can simply replace the original 
ORiNOCO driver with RT-WLAN, and then realize soft real-time 
communications without having to change the NIC firmware or 
re-compile the Linux kemel. 

RT-WLAN uses two separate queues for RT and NRT traffic. 
The high-priority RT queue i s  served according to the EDF policy, 
while the low-priority NRT queue is served in a FIFO manner. Be- 
sides, an adaptive traffic smoother is implemented in RT-WLAN 
to regulate bursty NRT traffic before they are injected into the 
network, thus giving higher priority to in-progress real-time trans- 
missions. Experimental results show that the latency ofRT traffic 
is only slightly affected even when a significant amount o f  NRT 
network traffic is present, and the service differentiation among 
multiple real-time sessions is also achieved. 

We plan to extend our work in the following directions. First, 
since the focus of RT-WLAN is to give transmission priority to 
real-time traffic, so when there are only non-real-time traffic in the 
network, the bandwidth utilization may be low because the adap- 
tive traffic smoother results in conservative transmission attempts 
of non-real-time packets. We are working on the enhancement of 
the current traffic smoother to deal with this situation. Sccond, we 
will add multiple non-real-time queues to RT-WLAN, and cach 
non-real-time queue is followed by a different traffic smoother. In 
this way, we may achieve service differentiation among non-real- 
time traffic as well, by mimicking the IEEE 802.1 l e  EDCF at the 
device driver level. 
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