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Abstract— Wireless Mesh Network (WMN) has been recog-
nized as one of the promising technologies to provide wireless
broadband access. In addition to the multi-radio multi-channel
network architecture often seen in WMNs, employment of di-
rectional antennas on each mesh node could further improve
the system throughput via alleviating the interference between
nearby nodes thus allowing more concurrent transmissions in
the network. In this paper, we describe a novel algorithm to
produce joint decisions on routing and channel assignment with
practical implementation considerations for WMNs with direc-
tional antennas. In particular, we formulate this joint optimization
problem as a Mixed Integer Programming (MIP) problem with
all practical considerations modeled explicitly as MIP constraints.
For example, our scheme only considers dual-path routes and one-
to-one association between access points and gateway nodes, so as
to facilitate its deployment with commercial wireless networking
devices such as IEEE 802.11 compliant devices. The objective is
to maximize the aggregate system throughput and to provide fair
and satisfactory services to all access points. Simulation results
show that our scheme (i.e., the solution to the MIP problem) fully
exploits the multi-radio multi-channel network architecture and
directional antennas in WMNs, and is able to achieve the design
objectives with significantly reduced implementation complexity.

I. INTRODUCTION

A. Background and Motivation

As a new promising technology, Wireless Mesh Network
(WMN) is playing an increasingly important role in the next
generation of wireless broadband access. A typical WMN con-
sists of a collection of stationary wireless mesh nodes including
Mesh Routers (MRs), Access Points (APs) and Gateway Nodes
(GNs). Mesh nodes form a communication backbone which
relays traffic between APs and GNs through one or multiple
paths. The primary goal of WMN is to provide end users (static
or mobile) high-speed Internet access via APs with the less
expensive and easier-to-deployment wireless infrastructure than
the wired counterparts [1].

One of the key design considerations of WMN is to maxi-
mize the system aggregate throughput and to provide fair and
satisfactory services to APs. In order to achieve these goals,
the critical interference issue needs to be addressed. It has
been well known that the interference among transmissions
operating on the same frequency channel may be alleviated
by using multiple radios on each mesh node and by assigning
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different channels to each radio, thus enabling more concur-
rent transmissions. Although such a multi-radio multi-channel
network architecture allows more simultaneous transmissions
in the network, it cannot eliminate the interference completely
due to limited number of available non-overlapping channels
and broadcast nature of the wireless medium. For example,
the IEEE 802.11a physical layer (PHY) [2] offers 12 non-
overlapping channels while there are only 3 in the IEEE
802.11b PHY [3]. Any radio within the interference range of
a radio with omnidirectional antenna (which is approximately
a disk centered at the radio) will be affected if they operate on
the same frequency channel.

Using directional antennas in WMN has been recognized
as an attractive solution to exploit spatial reuse as well as
frequency diversity, hence to further ameliorate the interference
problem. With the same number of available non-overlapping
channels, networks using directional antennas typically allow
more parallel transmissions than those using conventional
omnidirectional antennas.

B. Contributions

In this paper, we consider a multi-radio multi-channel wire-
less mesh network with each radio equipped with a directional
antenna, and study the problems of routing and channel as-
signment jointly. The key contributions are:

• We study this joint problem with practical implementation
considerations. In order to facilitate the deployment of
our scheme, we only consider dual-path routes and one-
to-one association between APs and GNs, which reduces
the implementation complexity significantly.

• We formulate this joint optimization problem as a Mixed
Integer Programming (MIP) problem. The MIP objective
function is to find a scheme which strikes the balance
between maximizing the aggregate system throughput
and providing fair services to the APs. All practical
considerations are modeled explicitly as MIP constraints.

• We evaluate our scheme (i.e., the solution to the MIP
problem) by extensive QualNet [4] simulations. Results
clearly show that our scheme is able to meet the design
goals via making efficient use of available radios and non-
overlapping frequency channels in the network.

C. Related Work

We now review the previous work related to network perfor-
mance optimization in WMNs. In [5], the authors presented a
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maximum throughput and fair bandwidth allocation algorithm
for multi-radio multi-channel WMNs, where channel assign-
ment was predefined [6] and considered independently. The
authors of [7] proposed a centralized channel assignment and
routing scheme based on heuristic route discovery and traffic
load estimation. In [8], a dual-path routing selection metric
was proposed to consider both link quality and interference.
However, each node performs route selection independently,
which leads to sub-optimal solutions. In [9], tree-based network
structure and routing protocol were proposed. Unfortunately,
single-path routing in such tree structure cannot fully exploit
the parallel transmissions offered by multi-path routing in
multi-radio multi-channel WMNs. The authors of [10] for-
mulated the joint routing and channel assignment problem as
a Linear Programming (LP) to optimize the overall network
throughput subject to fairness constraints on clients. The al-
gorithm begins by solving a network max-flow LP problem,
which may violate certain practical constraints, followed by a
set of post processing in order to round the LP results to a
feasible solution. Moreover, channel assignment is performed
after routing has been determined, which may not be optimal.
A similar approach was proposed in [11]. Time synchronization
is required in both algorithms.

One of the potential issues of the above schemes is the
significant implementation complexity: (i) an AP may be asso-
ciated with multiple GNs which requires all GNs to cooperate
for flow scheduling; (ii) a flow may travel through many
paths which increases the complexity of the routing protocol;
and (iii) requirement of time synchronization among mesh
nodes renders such algorithms very difficult to implement,
particularly with commercial IEEE 802.11 devices. The above
observations motivate us to design an efficient, and more
importantly simple and easy-to-implement, routing and channel
assignment scheme for WMNs with directional antennas.

D. Organization

The rest of this paper is organized as follows. System
models are given in Section II and the problem formulation
is presented in Section III. In Section IV, we describe the
construction of auxiliary graph and the MIP formulation in
detail. Through extensive simulation, the performance of our
proposed scheme is evaluated in Section V and the paper
concludes in Section VI.

II. SYSTEM MODELS

A. Network Architecture

We consider a multi-radio multi-channel Wireless Mesh
Network (WMN) consisting of stationary mesh nodes at known
locations. Each mesh node is equipped with multiple IEEE
802.11 radios using directional antennas. As shown in Fig. 1,
there are three types of mesh nodes:

• Access Point (AP) – mesh node which has Access Point
functionality and provides last-hop access services to end
users within its coverage area;

Internet

Wired Links between 
GN and Internet

Wireless Links of 
WMN Backbone

Wireless Links 
between AP and User

Gateway Node (GN)

Access Point (AP)

Mesh Router (MR)

End User

Fig. 1. An example wireless mesh network

• Gateway Node (GN) – mesh node which connects to the
Internet through the wired link with unlimited bandwidth;

• Mesh Router (MR) – mesh node which relays traffic
between APs and GNs.

Mesh nodes are connected through wireless links to form the
communication backbone of WMN. Traffic between end users
and the Internet will be relayed over one or multiple paths
through the WMN. In practice, quantity and locations of mesh
nodes vary with the area of deployment, demand of services,
and availability of resources.

We assume that all radios operate in half-duplex mode, i.e., a
radio can only transmit or receive at any time. We say that there
exists a link between two nodes if (i) they have radios pointing
to each other and operating on the same frequency channel, and
(ii) they are within the transmission range of each other. Two
links are called adjacent if they have a node in common. Link
capacity is defined as the highest possible data transmission
rate over the link. Moreover, we assume symmetric links in
the network; hence without loss of generality, we only consider
traffics from APs to GNs in this work.

Formally, the WMN under consideration can be modeled as
an undirected graph G = (V,E), where each node v ∈ V is
equipped with d(v) radios with directional antennas. We use
∆(G) to denote the maximum degree of the nodes in G, i.e.,
∆(G) = max{d(v)

∣∣v ∈ V }. Moreover, we use e(u, v) ∈ E to
represent the bi-directional link between nodes u and v with
capacity Ce. K stands for the total number of available non-
overlapping frequency channels in the network.

B. Directional Antenna and Interference Model

With an omnidirectional antenna, the interference range of
a radio can be approximately modeled as a disk centered
at the radio, and all nodes inside the disk are affected if
their radios operate on the same frequency channel. How to
improve the throughput by separating transmissions in the
frequency domain has been well studied. However, the extent
of improvement is strictly limited by the number of available
non-overlapping channels. By contrast, usage of directional
antennas offers spatial separation between contending trans-
missions hence may further improve the network performance.
In this paper, we consider mesh nodes equipped with multiple
radios and each radio uses a practical low-cost switch-beam di-
rectional antenna with a fixed transmitting/receiving direction.
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Since the transmit power of a directional antenna focuses in
one direction and forms a cone-shape pattern, one can expect
better spatial usage compared to an omnidirectional antenna.
For example, as shown in Fig. 2(a), there is no interference
between transmissions M2 → T and S → M3; hence they
may proceed at the same time. However, if node M2 uses an
omnidirectional antenna with interference range r, these two
transmissions can not take place at the same time because M3
is within M2’s interference range and their radios work on the
same channel.

M1

r

Channel 1 Channel 2

M2

M3 TS

(a) Directional antenna: spatial reuse

I=1 , O=1 I=1 , O=2I=2 , O=1

I=3 , O: 1 I=2 , O=2 I=1 , O=3

I = number of incoming flows

O = number of outgoing flows

(b) Example interference patterns in a
network with ∆(G) = 4

Fig. 2. Directional antenna and interference model

Unfortunately, interference cannot be eliminated completely
even with directional antennas. Interference occurs if (i) a node
is located within the cone-shape area of transmitter’s radio, and
(ii) it has radio(s) operating on the same frequency channel as
the transmitter’s radio. We assume that the transmit power of
each directional antenna is set properly so that they are able to
communicate with one-hop neighbors while causing minimal
interference to others. Thus, we only consider the interference
among adjacent links. Moreover, in order to characterize the
severity level of the interference on the common node of
adjacent links, we introduce a heuristic interference factor,
denoted by φ. Fig. 2(b) illustrates several example interference
patterns in a network with maximum degree of 4. In general,
a larger φ is assigned to an interference pattern with more
incoming/outgoing flows. In practice, φ values are determined
by experimental measurements at the initial stage of the WMN
deployment.

III. PROBLEM STATEMENT

A. Design Objectives

The goal of this work is to design a multi-objective algorithm
to produce joint decisions on routing and channel assignment
in multi-radio multi-channel WMNs. The primary objective is
to maximize the aggregate system throughput, which measures
the efficiency of network resource utilization. However, simply
maximizing the aggregate system throughput may lead to star-
vation of certain APs. To address this fairness issue, the second
objective is to maximize the minimum bandwidth allocation
among APs. Further, we add the third objective which is to
minimize the total hop count if the first two objectives have
been achieved. In other words, if there exist multiple solutions

that satisfy the first two objectives, our algorithm picks the one
with minimum hop count in order to minimize the network
resource utilization.

Most of previous work have proposed to perform channel
assignment after the routing decision has been made [1],
[5], which may not be optimal. In contrast, our algorithm is
designed to consider routing and channel assignment together
by solving a joint optimization problem, so as to yield better
network performance.

B. Dual-Path Routing and One-to-One AP-GN Association

Routing in a graph with link capacity limitation is usually
formulated and solved as a max-flow problem, which finds
a maximum-rate flow in a single-source single-sink network.
The max-flow method may also be used in a multi-source
multi-sink network by introducing a hyper source (which
connects to all sources) and a hyper sink (which connects
to all sinks). It has been shown that multi-path routing can
significantly improve the end-to-end throughput in multi-radio
multi-channel wireless networks [1], [8], [9]. However, from
practical implementation point of view, such approaches have
several inherent limitations.

First, in the max-flow problem, each flow is allowed to
travel through unlimited number of paths which makes the
corresponding routing protocol very complicated. On the other
hand, previous work [8], [12], [13] have shown that dual-path
routing protocol efficiently exploits the feature of multi-path
routing with much lower implementation complexity. For this
reason, we add a feasibility constraint in our joint optimiza-
tion problem: route selection is limited to dual-path routes.
Simulation results in Section V demonstrate the effectiveness
of dual-path routing in multi-radio multi-channel WMNs.

Second, in the max-flow problem, there is no restriction
on the AP-GN association. One AP may be associated with
multiple GNs. From practical implementation point of view,
this may be technically challenging because multiple GNs have
to cooperate with each other in order to service one AP. Hence,
we add another feasibility constraint in our joint optimization
problem: each AP can only associate with one GN. This further
reduces the complexity of the routing protocol generated by our
algorithm.

IV. JOINT ROUTING AND CHANNEL ASSIGNMENT

In this section, we describe the details of our proposed joint
routing and channel assignment scheme. It consists of two
steps. First, given a network graph G, we construct an auxiliary
graph G′ to model the following constraints explicitly:

• General network constraints including the general flow
constraint, number of radios on each node and total
number of available non-overlapping channels, which will
be formulated in Section IV-B;

• Feasibility constraints for implementation considerations:
dual-path routing and one-to-one AP-GN Association,
which were discussed in Section III-B and will be for-
mulated in Section IV-B.
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Second, we formulate the problem of making joint decisions on
routing and channel assignment as a Mixed Integer Program-
ming (MIP) problem. The output of the MIP includes (i) the
AP-GN associations, (ii) the flow rate of each AP-GN pair on
each link, which determines the routes and bandwidth allocated
to each AP, and (iii) the channel assigned to each link.

A. Constructing the Auxiliary Graph

Given a network graph G = (V,E), we construct its
auxiliary graph G′ = (V ′, E′) in three steps:

• The sets of Access Points (APs), Gateway Nodes (GNs),
and Mesh Routers (MRs) in a WMN are denoted by
S = {s1, s2..., s|S|}, T = {t1, t2..., t|T |}, and M =
{m1,m2...,m|M |}, respectively. For each MR m ∈ M ,
we create |S|+|T | virtual nodes in G′ corresponding to m,
namely ms1 ,ms2 , ...,ms|S| and mt1 ,mt2 , ...,mt|T | , and
denote this set of virtual notes as M ′. All flows coming
into msi are from AP si and all flows going out from
mtj are destined for GN tj . Similarly, each AP s ∈ S is
mapped to |T | virtual nodes in G′ and each GN t ∈ T is
mapped to |S| virtual nodes in G′.

• Second, for each MR m ∈ M , |S| × |T | intra-node links
with infinite link capacity (∞) are created in G′ which
allow traffic to switch between different radios within
node m, as shown in Fig. 3(b). Note that all intra-node
links are omitted in the example G′ shown in Fig. 3(c)
for clarity. Moreover, for each link e ∈ E between MRs,
we create |S|× |T | virtual links in G′, each with capacity
Ce. For each link connected to an AP or a GN in G, |T |
or |S| virtual links are created in G′.

• Third, since both G and G′ are undirected graphs, the flow
on link e′ ∈ E′, denoted by fe′ , is bounded by [−Ce, Ce],
meaning that a flow can travel in either direction on a link
depending on the algorithm. Note that if multiple flows
(from different APs) share a common link, all the flows
should follow the same direction on the link.

Fig. 3 shows an example of the above procedure. The
original network graph G and its auxiliary graph G′ are shown
in Figs. 3(a) and (c), respectively. For instance, a flow in G
s1 → m1 → m2 → t1 is mapped to st1

1 → ms1
1 → mt1

1 →
ms1

2 → mt1
2 → ts1

1 in G′, which enables us to model the
feasibility constraints explicitly and conveniently.

B. MIP Formulation

We formulate the problem of making joint decisions on
routing and channel assignment as a Mixed Integer Program-
ming (MIP) problem, which is shown in Fig. 4.1 Other than
the notations defined in Section II, Table I summarizes the
additional notations used in the MIP formulation.

Our objective is to maximize the aggregate system through-
put, to balance the bandwidth allocation among APs, and to

1The MIP formulation is presented using notations in G for conceptual
clarity only. In order to formulate the problem as a network flow model, all
constraints and the objective function are transformed into G′ notations when
solving the MIP.

(a) Network Graph G

(c) Auxiliary Graph G’
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Fig. 3. An example network graph G and its auxiliary graph G’

TABLE I

ADDITIONAL NOTATIONS USED IN THE MIP FORMULATION

F st A flow from AP s to GN t
fst

uv Rate of flow F st on link (u, v)
fs→ Total bandwidth allocated to AP s
HF st Total number of hops of flow F st

N(v) Set of neighbor nodes to v
I Network-level interference factor

minimize the total hop count if the previous two objectives
have been achieved. Correspondingly, as shown in Fig. 4,
three parameters, α, β and γ, are introduced to the MIP
objective function to weigh the minimum bandwidth allocation
among APs, the total hop count, and the interference level,
respectively. These parameters can be adjusted by the network
designer to reflect different design considerations.

We now explain the meanings of eight constraints in the
MIP formulation.

• [C1] is a general flow constraint for all MRs, which
ensures that the sum of incoming flows equals the sum of
outgoing flows at each MR.

• [C2] states that the total bandwidth allocated to an AP s
equals the sum of its outgoing flows.

• [C3] makes sure that the sum of outgoing flows from an
AP s equals the sum of incoming flows to its associated
GN t. Note that the AP-GN associations are output by the
MIP. By contrast, in the max-flow problem, the solution
only guarantees that the sum of outgoing flows from all
APs equals the sum of incoming flows to all GNs.

• [C4] ensures that there is no link capacity violation,
meaning that the sum of all flow rates on a link does
not exceed the capacity of this link.

Before proceeding to explanations for constraints [C5] to [C8],
we first describe two integer variables introduced in the MIP
formulation for modeling the feasibility constraints.

• For each link e′ ∈ E′ corresponding to ek ∈ E, we assign
a binary variable bk,i,j , which equals 1 if a flow from AP
si to GN tj goes through link ek or 0 otherwise. For
example, in Fig. 3(c), b3,1,1 is set to 1 if there is a flow
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maximize
∑

s∈S

fs→ − γ · I + α · min
s∈S

fs→ − β ·
∑

F

HF

subject to

[C1]
∑

u �=v

fst
uv =

∑

v �=u

fst
vu, ∀v ∈ M

[C2] fs→ =
∑

v∈N(s)

fst
sv, ∀s ∈ S

[C3]
∑

v∈N(s)

fst
sv =

∑

w∈N(t)

fst
wt, ∀s ∈ S, v, w ∈ M

[C4] − Ce ≤
∑

s∈S

fst
e ≤ Ce, ∀e ∈ E

[C5] H
F

sitj =
∑

ek

bk,i,j , ∀ek ∈ F sitj

[C6] I =
∑

v

φv, ∀v ∈ V

[C7]
∑

tj∈T

bk,i,j = 1, ∀ek ∈ E, si ∈ S

[C8] ps,t � 2, ∀s ∈ S

Fig. 4. The formulated MIP problem

from AP s1 to GN t1 going through link e3 in G.
• In order to limit the number of paths for each flow, we

associate an integer variable pi,j to a flow from AP si

to GN tj . Specifically, pi,j is initially set to 1 and it
increments by 1 each time flow F sitj splits into two flows
at AP si or an MR.

Now we resume to explain constraints [C5] to [C8].

• [C5] represents the total number of hops of flow F st.
• [C6] is a heuristic measurement of the total interference

level in the network. I is the sum of interference factors
φ of all nodes, where φv is calculated based on the
routing and channel assignment on node v, as described
in Section II.B.

• [C7] limits each AP to associate with only one GN.
• [C8] characterizes the dual-path routing limitation on all

flows, which ensures that a flow can not split into more
than two paths towards the GN.

The solution to this MIP problem (i) maximizes the aggre-
gate system throughput by selecting the best dual-path routes
and minimizing the interference, (ii) maximizes the minimal
bandwidth allocation among all APs, and (iii) minimizes the
total hop count, while satisfying all the afore-described con-
straints. Although the MIP problem is known to be NP-hard,
our problem can be solved efficiently in a reasonable time using
the CPLEX solver [14], thanks to the branch-and-cut technique
as well as our application of model optimization and two
feasibility constraints, which shrinks the search space of the
MIP significantly. This enables our algorithm to dynamically
adapt to network condition changes in a timely manner.

V. PERFORMANCE EVALUATION

In this section, we evaluate the effectiveness of the proposed
scheme using the QualNet simulator [4].

A. Simulation Setup

In the network we simulated, each mesh node is equipped
with multiple radios with directional antennas. IEEE 802.11a
MAC and PHY are adopted. We assume that link capacity is
determined by the link distance, and each link may transmit
at one of the eight available rates: 6, 9, 12, 18, 24, 36, 48,
or 54 Mbps. Moreover, since the beam width of commonly
available directional antennas ranges from 30° to 60°, we limit
the number of radios on each node to 4 to minimize the
backlobe and sidelobe effects of directional antennas.

We compare four routing protocols in the simulation: Single-
Path; Dual-Path; Triple-Path; and Unlimited-Path which has no
restriction on the number of paths from an AP to its associated
GN. All routing protocols are generated by the MIP with
constraint [C8] adjusted accordingly. We vary the number of
available non-overlapping frequency channels (K) from 1 to 4
to study its effect on the network performance. Two types of
networks are simulated: Grid Topology and Random Topology.

The parameters in the MIP objective function are set as fol-
lows. Recall that α is the weight for fair bandwidth allocation
in the objective function. A larger α favors the AP with the
minimum allocated bandwidth but may affect the aggregate
system throughput. Therefore, we set α = 1 since the aggregate
system throughput is our primary objective. On the other
hand, since the total hop count minimization has the lowest
priority in the objective function, we set its weight β = 1/L
(where L is the total number of links in G), which ensures
that the total hop count will be minimized only if the other
two objectives have been met. Moreover, since interference
plays a critical role in system performance, we set γ = 100
to penalize the interference on adjacent links. φ values for
different interference patterns are determined via simulation.

We evaluate the performance of the simulated routing pro-
tocols using two metrics: (i) the aggregate system throughput,
which is the total bandwidth allocated to all APs, and (ii) Jain’s
fairness index [15] of the bandwidth allocations among APs,
calculated by

J =
(
∑

xi)2

n · ∑x2
i

, (1)

where xi represents the bandwidth allocated to AP i and n
is the number of APs. Jain’s fairness index lies in (0, 1] and
J = 1 corresponds to the best-case scenario when bandwidth
is evenly allocated among APs.

B. Grid Topology

We first study a grid-topology network. As shown in
Fig. 5(a), 49 mesh nodes are uniformly deployed in a 1500 ×
1500 square meter area and form a 7×7 grid topology.
The distance between neighbor nodes is 250 meters, which
corresponds to link capacity of 24 Mbps according to the
IEEE 802.11a propagation model in QualNet. We generate 10
scenarios with different AP and GN locations. In each scenario,
we randomly selected three nodes as APs and three nodes as
GNs. An example scenario is shown in Fig. 5(a). Simulation
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Fig. 5. The grid-topology network with 49 nodes

results are shown in Fig. 6 where each point is averaged over
10 scenarios.

We have two observations from Fig. 6. First, the sys-
tem throughput increases with the number of available non-
overlapping channels (K). The prominent throughput incre-
ment is observed when K increases from 1 to 2. However, one
can see that the performance improvement is almost negligible
when K � 3. This suggests that we can obtain considerable
throughput improvement in multi-radio network with only a
small number of non-overlapping channels.

Our second observation is that the proposed dual-path
routing protocol can efficiently exploit the multi-radio multi-
channel architecture of the network and achieve significant
throughput improvement compared with the single-path routing
protocol. Moreover, as shown in Fig. 6, the marginal gain
obtained by triple-path and unlimited-path routing over dual-
path routing are very limited in most scenarios. According
to our analysis, in grid-topology networks, triple-path and
unlimited-path routing show clear advantage only if (i) an AP
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Fig. 6. Comparison of aggregate system throughput in grid-topology networks
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Fig. 7. Results of 10 simulated scenarios in the grid-topology network

can find more than three disjoint paths to its associated GN, and
(ii) there are at least three available non-overlapping channels.

In order to study the system performance in detail, we plot
the simulation results of all 10 scenarios in Fig. 7. The cases
of K = 1, 2 are omitted since the performance difference
are less significant due to severe interference. Compared with
dual-path routing, unlimited-path routing improves the system
throughput by 65.5% at most, which occurs in Scenario #7 as
shown in Fig. 5(b). In this scenario, both AP1 and AP2 have
three disjoint paths to their associated GNs (GN1 and GN2
respectively), and AP3 has four disjoint paths to GN3. There-
fore, all the transmissions shown in Fig. 5(b) can take place
simultaneously when K = 4. This agrees with our analysis
above. On the other hand, in most of the randomly gener-
ated scenarios, there are only small performance differences
between dual-path and triple-path/unlimited-path routing. This
in turn supports our decision on limiting the route selection to
dual-path routes, which strikes a balance between the network
performance and the complexity of system implementation.

The Jain’s fairness index of bandwidth allocation in the
10 simulated scenarios are {1, 1, 1, 0.9977, 1, 0.9290, 1,
0.8939, 1, 0.9999} respectively. We observe that even the worst
scenario yields a fairness index of 0.8939, which proves that
the introduction of the fairness component in our objective
function can effectively balance the bandwidth allocation and
avoid starvation on some of the APs.

C. Random Topology

We now consider random-topology networks where 49 mesh
nodes are uniformly randomly placed in a 1500× 1500 square
meter area. We assume that the network is a planar graph with
maximum degree of 4. Link capacity is only dependent on
the link distance. An example random topology is shown in
Fig. 8(a), where the number along each link represents the
link capacity (in Mbps). Again, three APs and three GNs
are randomly selected in each scenario. Simulation results
are plotted in Fig. 9 where each point is averaged over 10
scenarios.
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Fig. 8. Random-topology networks with 49 nodes

Compared with that in the grid-topology network, the per-
formance gain of multi-path routing over single-path routing
is less significant in random-topology networks. The reason
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Fig. 9. Comparison of aggregate system throughput in random-topology
networks
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Fig. 10. Results of 10 simulated scenarios in random-topology networks

is that, due to the link capacity diversity in random-topology
networks, there may exist bottleneck regions where even multi-
path routing can not detour around or find better paths.

Another observation in Fig. 9 is that the performance gap be-
tween dual-path routing and triple-path/unlimited-path routing
is even more narrowed than that in the grid-topology network.
One explanation for this phenomenon is that the interference
problem becomes more severe as the number of routing paths
increases, especially in random-topology networks where two
links that are more than two hops away may still interfere
with each other. Note that, though we assume that the transmit
power of each directional antenna has been adjusted properly,
the interference pattern is still difficult to predict when mesh
nodes are randomly placed.

In order to show insight of the performance difference of
simulated routing protocols in random-topology networks, we
plot the simulation results of all the 10 simulated scenarios
in Fig. 10. We can see that single-path routing performs
differently in 10 scenarios, mainly due to non-uniform link
capacities and unpredictable bottlenecks along routing paths.
In contrast, triple-path and unlimited-path routing are more
likely to achieve higher throughput. Fig. 8(b) shows the routing
paths when unlimited-path routing is used in Scenario #3,
which yields significantly higher throughput than dual-path
routing because there exist more than two fully or partially
disjoint paths from each AP to its associated GN. However,
the performance gain of triple-path or unlimited-path routing
over dual-path routing is limited on average.

The Jain’s fairness index of bandwidth allocation in the
10 simulated scenarios are {0.9996, 0.9886, 0.9953, 0.9863,
0.9957, 0.9511, 0.9327, 0.9154, 0.9980, 0.9703} respectively.
Clearly, the bandwidth is almost evenly distributed to all APs
in most scenarios despite the link capacity diversity in random-

topology networks. These results again convincingly confirm
the effectiveness of the proposed scheme which achieves high
aggregate system throughput while maintaining fairness among
APs, both of them are highly desirable in WMN applications.

VI. CONCLUSION

In this paper, we study the problems of system through-
put maximization and fair service provisioning in multi-radio
multi-channel WMNs with directional antennas. We propose
a novel algorithm to produce joint decisions on routing and
channel assignment with practical implementation considera-
tions. Since this problem is known to be NP-hard, we formulate
it as a Mixed Integer Programming problem and solve it
using the CPLEX optimizer. Through extensive simulation
study, we show that our scheme (i.e., the solution to the
MIP problem) efficiently exploit the multi-radio multi-channel
network architecture and directional antennas in WMNs, which
lead to drastically improved aggregate system throughput while
maintaining fair bandwidth allocations among APs. Moreover,
we translate practical implementation considerations into feasi-
bility constraints in the MIP problem; as a result, our scheme is
simple and easy to implement, thus facilitating its deployment
with commercial wireless networking devices such as IEEE
802.11 compliant devices.
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