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The emerging IEEE 802.16m standard provides a new sleep mode operation for Mobile
Stations (MSs). It evolves from the sleep mode operation in the IEEE 802.16 standard but with
more advanced features, e.g., the listening window may be extended and the sleep cycle
length is adjustable. To fully exploit these advancements, we conduct a comprehensive
analytical study on the power consumption and average packet delay under the new sleep
mode operation. Then, based on the analytical results, we propose a novel adaptive sleep
mode management scheme called Adaptive Sleep Mode Management (ASMM), which
adjusts an MS’s sleep cycle and listening window in an adaptive manner based on online
monitoring and estimation of the traffic condition. The goal is to minimize the power con-
sumption by the MS while limiting the average packet delay under a user-specified level.
The effectiveness of ASMM is demonstrated via simulation-based performance evaluation.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

In IEEE 802.16m [2] wireless metropolitan networks
(WMANs), the sleep mode is designed to save Mobile Sta-
tions (MSs)’ energy consumption when they are serviced
with lightly-loaded traffic. Basically, an MS in the sleep
mode wakes up to receive downlink data packets and/or
exchange signaling messages with the Base Station (BS)
during a listening window, and powers down its transceiver
during a sleep window to reduce unnecessary power con-
sumption. The interleaved listening and sleep windows re-
peat every sleep cycle as long as the MS is in the sleep
mode. While the 802.16m sleep mode inherits most fea-
tures from the 802.16 [1] sleep mode, it also introduces a
number of new advanced features [3–6]. Among them,
two of the key enhancements are that (1) the listening
window may be extended upon new packet arrivals; and
. All rights reserved.
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).
(2) the sleep cycle length may be reconfigured to better
service the dynamic traffic condition.

The 802.16/m sleep mode has been well-studied in the
previous works [3–10]. Specifically, [6–10] deal with the
802.16 sleep mode operations. The authors of [4] introduce
an analytical model for the 802.16m sleep mode operation.
However, their numerical analysis is based on an estima-
tion obtained from an observation of simulation results,
and hence, the numerical model may not be accurate.
The authors of [3] provided a more accurate model for
the case that realtime and non-realtime packets are ser-
viced simultaneously. They assume that non-realtime
packet service times follow an exponential distribution.
In comparison, we provide a more general model in this
paper, where non-realtime packet service times may fol-
low any general distribution. Then, based on this model,
we design a novel adaptive algorithm for the 802.16m
sleep mode management.

Concretely, to fully exploit the new features available in
the 802.16m sleep mode, we analyze the relation between
traffic condition, sleep cycle length and power consumption
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as well as average packet delay in the 802.16m sleep mode.
We derive closed-form expressions for the power consump-
tion and average packet delay, based on which we find the
optimal value of the sleep cycle length that minimizes an
MS’s power consumption while satisfying a user-specified
delay constraint. Then, we propose a novel adaptive sleep
mode management (ASMM) scheme for 802.16m MSs. The
basic idea of ASMM is to dynamically adjust the length of
the sleep cycle of an MS based on online monitoring and
estimation of the packet arrival rate. Specifically, ASMM
doubles the sleep cycle length when there is no traffic in
the previous cycle; otherwise, ASMM reconfigures the sleep
cycle towards the optimal value obtained from the theoret-
ical analysis.

The rest of the paper is organized as follows: In Sec-
tion 2, we describe the 802.16m sleep mode operation in
detail. In Section 3, we provide a comprehensive numerical
analysis for the 802.16m sleep mode. In Section 4, we pro-
pose a management scheme for the 802.16m sleep mode
operation, called ASMM, which is designed based on the
numerical analysis derived in Section 3. The effectiveness
of ASMM is demonstrated in Section 5 via simulation re-
sults. Finally, the paper concludes in Section 6.
2. IEEE 802.16m sleep mode

In this section, we summarize the key advancements in
the 802.16m sleep mode. Firstly, in the 802.16 sleep mode,
it is possible that the MS maintains a separate power sav-
ing class for each of its connections. As a result, multiple
listening windows and sleep windows may overlap, which
degrades the power saving efficiency of the system and de-
feats the purpose of having multiple power saving classes.
For this reason, the 802.16m simplifies the sleep mode
operation by offering a single power saving class for each
MS. It implies that the MS maintains a single power saving
class for all of its connections. Note that, different MS’s in
the 802.16m network may have different power saving
classes. Traffics belonging to different connections are
mixed together and served within the same power saving
class.

In the 802.16 sleep mode, the listening window size is
fixed. The second advancement in the new 802.16m sleep
mode is that the listening window may be extended if
there are data packets buffered at the BS for the MS. For
example, during the second cycle shown in Fig. 1, the pack-
ets arriving during the initial listening window trigger the
Fig. 1. An example of IEEE
window extension, while the packets arriving during the
first extension of the listening window extend the window
further.

The third advancement is related to sleep mode recon-
figuration. As specified in the 802.16m standard, when
there is no traffic destined for an MS, its sleep cycle length
doubles every cycle till reaching and remaining at a maxi-
mum value. In this case, the listening window length re-
mains the same. For example, in Fig. 1, the sleep cycle
length doubles after the first cycle as there is no traffic dur-
ing the first cycle. However, whenever there is traffic des-
tined for the MS, the 802.16m sleep mode allows the sleep
cycle to be either reset to a minimum value or reconfigured
to an arbitrary value. The third cycle shown in Fig. 1 is an
example of such reconfiguration. In 802.16m, sleep mode
reconfiguration may be done without disrupting the ongo-
ing power saving class. In other words, the 802.16m sleep
mode allows the BS to convey the reconfiguration informa-
tion to the MS via special signaling messages (e.g., AAI-SLP-
REQ) during the regular sleep mode operation (e.g., at the
beginning of a sleep cycle). This is different from the
802.16 sleep mode where the BS can only reconfigure
the operational parameters of an MS after it deactivates
the power saving class and via more complicated signaling
exchange.

In this paper, we study the following typical operation
of the 802.16m sleep mode:

� An AAI-TRF-IND signaling message is sent at the begin-
ning of each listening window to inform an MS of the
packets buffered at the BS for it.
� The listening window is extended as long as the trans-

mission queue at the BS is nonempty.
� The entire listening window is fully utilized for packet

transmissions.
� Sleep mode reconfiguration is done via special signaling

messages without disrupting the ongoing power saving
class, and the maximum length of the sleep cycle is a
configurable parameter.

3. Analytical study

3.1. Problem statement

The power consumption of an 802.16m MS may be re-
duced via prolonging its sleep cycle. However, as shown
in [3], a longer sleep cycle usually incurs higher packet
802.16m sleep mode.



Table 1
Notations used in the numerical analysis.

Notation Meaning

tL Listening window size (ms)
tS Sleep window size (ms)
tX Packet transmission time (ms)
TC Length of sleep cycle (ms)
P(TC) Average power consumption with sleep cycle TC (mW)
D(TC) Average packet delay with sleep cycle TC (mW)
DT User-specified upper bound for average packet delay

(ms)
FL(t),

F�LðsÞ
c.d.f. and L–S transform of random variable tL

FS(t),
F�SðsÞ

c.d.f. and L–S transform of random variable tS

FX(t),
F�XðsÞ

c.d.f. and L–S transform of random variable tX

PS, PL Power consumption during sleep window and listening
window (mW)

s Mean of packet transmission time (ms)
r2 Variance of packet transmission time
k Packet arrival rate (1/ms)
q Traffic intensity: q = ks
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delays. So there is a tradeoff between power conservation
and packet delay. The goal of this work is to design an
adaptive sleep mode management scheme to adjust an
802.16m MS’s sleep cycle (TC) so that its power consump-
tion (P) can be minimized while the average packet delay
(D) is bounded below DT – a delay upper bound specified
by user or application. We first study the following optimi-
zation problem in this section:

Given k; s;r; PL; PS;

find TyC ;

to minimize PðTCÞ;
subject to DðTCÞ 6 DT ;

ð1Þ

where (1) k is the packet arrival rate, which can be moni-
tored and estimated by the BS; (2) s is the mean of packet
transmission time; (3) r is the deviation of packet trans-
mission time; (4) PL is the MS’s power consumption during
the listening window; (5) PS is the MS’s power consump-
tion during the sleep window. Next, we derive closed-form
expressions for P(TC) and D(TC) in Section 3.2, then discuss
how to determine TyC in Section 3.3, followed by numerical
results in Section 3.4.

3.2. Derivation of P(TC) and D(TC)

In order to determine TyC , we need to derive the power
consumption P(TC) and the average packet delay D(TC).
We make the following assumptions in the analysis: (1)
the network is in the steady state and the sleep cycle TC re-
mains constant; (2) packet arrivals follow a Poisson distri-
bution with an expected packet arrival rate of k; (3) packet
transmission time follows a general distribution with a
mean of s and a variance of r2. For convenience, we sum-
marize the notations used in the numerical analysis in
Table 1.

3.2.1. Derivation of P(TC)
To help analyze P(TC), we first define a random variable

tðiÞp . As shown in Fig. 2, tðiÞp represents the overall time for
completing the transmissions of packet i and all subse-
quent packets that arrived during the transmissions of pre-
viously arrived packets. It is recursively defined as follows:

tðiÞp ¼ tX þ
X
j2Ki

tðjÞp ; ð2Þ

where tX is the packet transmission time (for packet i) and
Ki is the set of packets that arrived during the transmission
of packet i. tðjÞp ’s are mutually independent random vari-
ables with the same distribution. Let k ¼ jKij. Then, we
have the Laplace transform of tðiÞp by:

E e�stðiÞp ktX ¼ t; jKij ¼ k
h i

¼ E exp �s tþ
X
j2Ki

t
ðjÞ
p

 ! !" #

¼ e�st F �pðsÞ
� �k

;

ð3Þ

where F�pðsÞ is the Laplace–Stieltjes transform of tp. Based
on our assumptions on packet arrival and packet transmis-
sion time, we have:
F�pðsÞ ¼ E e�stðiÞp

h i
¼
Z 1

0

X1
k¼0

e�stF�pðsÞ
k ðktÞk

k!
e�ktdFXðtÞ

¼
Z 1

0
exp �tðsþ k� kF�pðsÞÞ

� �
dFXðtÞ

¼ F�Xðsþ k� kF�pðsÞÞ; ð4Þ

where FX(t) and F�XðsÞ are cumulative distribution functions
and L–S transform of random variable tX, respectively.
Furthermore, since E½tX � ¼ �dF�XðsÞ=dsjs¼0 ¼ s and
F�Xð0Þ ¼ F�pð0Þ ¼ 1, we have

E tðiÞp

h i
¼ �dF�pðsÞ=dsjs¼0 ¼

s
ð1� qÞ : ð5Þ

The listening window, denoted by tL, is the sum of the
transmission time of all packets buffered during the previ-
ous sleep window. Hence, tL can be written as:

tL ¼
X
j2N

tðjÞp ; ð6Þ

where N is the set of packets buffered during the previous
sleep window tS, and tðjÞp has the same physical meaning as
in Eq. (2). Let n ¼ jN j. Since an AAI-TRF-IND signaling
message is transmitted at the beginning of each listening
window, the total number of packets to be transmitted is
n + 1. Similar to Eqs. (3) and (4), we can derive the L–S
transform of tL as follows:

E e�stL jtS¼ t; jN j¼n
� �

¼E exp �s tðAAI-TRF-INDÞ
p þ

X
j2N

tðjÞp

 ! !" #

¼ F�pðsÞ
� �nþ1

;

ð7Þ

and



Fig. 2. Illustration of tðiÞp .
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F�LðsÞ ¼ E e�stL
� �

¼
Z 1

0

X1
n¼0

F�pðsÞ
nþ1 ðktÞn

n!
e�ktdFSðtÞ

¼
Z 1

0
F�pðsÞ exp k� kF�pðsÞ

� �
dFSðtÞ

¼ F�pðsÞF
�
Sðk� kF�pðsÞÞ; ð8Þ

where FS(t) and F�SðsÞ are cumulative distribution function
and L–S transform of sleep window size tS, respectively.
From Eq. (8), we can obtain the expected listening window
size E[tL] by:

E½tL� ¼ �dF�LðsÞ=dsjs¼0 ¼
s

ð1� qÞ 1þ kE½tS�ð Þ; ð9Þ

where s and E[tS] are the expectations of random variables
tX and tS, respectively. In the steady state, the length of the
sleep cycle is TC = tL + tS, which, together with Eq. (9), gives
the following results:

E½tL� ¼ qTC þ s; ð10Þ
E½tS� ¼ ð1� qÞTC � s: ð11Þ

The average power consumption P(TC) can then be derived
as:

PðTCÞ ¼ ðPLE½tL� þ PSE½tS�Þ=TC

¼ ðPL � PSÞqþ ðPL � PSÞs=TC þ PS; ð12Þ

where PL and PS are power consumption during listening
window and sleep window, respectively, as listed in
Table 1.

3.2.2. Derivation of D(TC)
We now consider the average packet delay D(TC). Let us

first introduce a Markov chain with a random variable Q
defined as the number of packets in the transmission
queue at the end of each packet transmission. The one-step
Fig. 3. Derivation of pjk – the probability that the number of packets in the transm
transmissions.
state transition probability for this Markov chain is
pjk = Pr(Qn+1 = k—Qn = j), which, when k P j � 1, is indeed
the probability that there are k � j + 1 packet arrivals be-
tween the ends of the previous and current packet trans-
missions. As shown in Fig. 3, the time interval between
the ends of two adjacent packet transmissions may include
(1) a sleep window and one packet transmission time (in
this case, the previous state is Q = 0 since there is no packet
in the queue at the end of a listening window when the
network is in the steady state); or (2) one packet transmis-
sion time only. Note that there is at least one packet to be
transmitted at each listening window: the AAI-TRF-IND
signaling message. Therefore, if there are no packets arriv-
ing during the previous sleep window as well as the AAI-
TRF-IND packet transmission time, the queue length is zero
at the end of the AAI-TRF-IND transmission. Based on the
above analysis, pjk can be derived as:

pjk ¼

Pk
m¼0

ambk�m; if j ¼ 0; k P 0;

bk�jþ1; if k P j� 1;
0; if j P 1; 0 6 k < j� 1;

8>>><>>>: ð13Þ

where am is the probability that m packets arrive during
the previous sleep window while bm is the probability that
m packets arrive during a packet transmission time. In the
following we provide some analysis on am as well as bm,
then find the steady-state probabilities of the defined Mar-
kov chain. Firstly, am can be written as:

am ¼
Z 1

0

ðktÞm

m!
e�ktdFSðtÞ; ð14Þ

where FS(t) is the cumulative distribution function of the
sleep window size tS. We define aðzÞ ¼

P1
m¼0amzm. From

this equation, a(z) is derived by:
ission queue changes from j to k between the ends of two adjacent packet
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aðzÞ ¼
X1
m¼0

amzm ¼
Z 1

0

X1
m¼0

ðktÞm

m!
e�ktzmdFSðtÞ

¼ F�Sðk� kzÞ; ð15Þ

where F�SðtÞ is the L–S transform of the sleep window size
tS. Similarly, we can define bðzÞ ¼

P1
m¼0bmzm and obtain

bðzÞ ¼ F�Xðk� kzÞ where F�XðtÞ is the L–S transform of a sin-
gle packet transmission time tX.

Now, we analyze the steady-state probability pk – the
probability that k packets are left in the queue at the end
of a packet transmission. pk can be calculated with the
state transition probabilities in the following way:

pk ¼ pj

X1
j¼0

pjk ¼ p0

Xk

m¼0

ambk�m þ
Xkþ1

j¼1

pjbk�jþ1: ð16Þ

We define PðzÞ ¼
P1

k¼0pkzk and it is derived by:

PðzÞ ¼ p0

X1
m¼0

amzm
X1
k¼m

bk�mzk�m þ
X1
j¼1

pjzj�1

�
X1

k¼j�1

bk�jþ1zk�jþ1

¼ p0aðzÞbðzÞ þ
PðzÞ � p0

z
bðzÞ: ð17Þ

By substituting a(z) and b(z) with F�Sðk� kzÞ and F�Xðk� kzÞ,
respectively, we have:

PðzÞ ¼ p0½1� zF�Sðk� kzÞ�F�Xðk� kzÞ
F�Xðk� kzÞ � z

: ð18Þ

Since P(1) = 1, p0 can be obtained by applying the L’Hôpi-
tal’s rule:

p0 ¼
1� q

1þ kE½tS�
: ð19Þ

From Eqs. (18) and (19), the average queue length E[L] is
derived by:

E½L� ¼ dPðzÞ
dz

����
z¼1

¼ ð1� qÞðk2E½t2
S � þ 2kE½tS�Þ þ 2qð1� qÞeN þ k2 eNE½t2

X �
2eNð1� qÞ

;

ð20Þ

where eN ¼ 1þ kE½tS�, E½t2
S � ¼ E½tS�2 þ VarðtSÞ, and

E½t2
X � ¼ s2 þ r2.
Since TC = tS + tL in the steady state, we can derive the

variance of tS (i.e., Var(tS)) as:

VarðtSÞ ¼ Varð�tL þ TCÞ ¼ VarðtLÞ: ð21Þ

Moreover, since in the steady state, the total number of
transmitted packets is the same as the total number of
packet arrivals during a sleep cycle, the variance of tL is:

VarðtLÞ ¼ ðkTC þ 1ÞVarðtXÞ ¼ ðkTC þ 1Þr2: ð22Þ

Now, we have E½t2
S � as:

E½t2
S � ¼ E½tS�2 þ ðkTC þ 1Þr2: ð23Þ

According to Little’s Law, D(TC) can be expressed by:

DðTCÞ ¼ E½L�=k: ð24Þ
Now we have completed the derivation of the closed-
form expressions for P(TC) and D(TC), which are the founda-
tion of our proposed sleep mode management scheme that
will be discussed in detail in Section 4.
3.3. Calculation of optimal sleep cycle TyC

With P(TC) and D(TC) obtained in the previous section,
we can calculate TyC with a typical approach using the
Lagrangian dual function. In other words, we can (1) take
the first-order derivative of P(TC) + m(D(TC) � DT) with re-
gard to TC; (2) obtain a real-value solution (T 0C) to the
Lagrangian function by setting the derivative to zero; and
then (3) obtain TyC by rounding down T 0C to the nearest inte-
ger value that is a multiple of 5 ms, since the 802.16m
standard mandates that TC is in the unit of frames and each
frame is 5 ms. However, it is difficult, if not impossible, to
derive a closed-form expression for the first-order deriva-
tive of the Lagrangian function with regard to TC (particu-
larly the D(TC) part).

In this work, we instead take a numerical approach to
obtain TyC by enumerating all possible TC values and finding
the one that yields the lowest power consumption while
satisfying the delay constraint. Since TC can only take dis-
crete values, the number of choices for TC is limited. Hence,
such a numerical approach is simple and efficient.
3.4. Numerical results

In this section, we provide some numerical results for
P(TC) and D(TC), and then show how the values of TyC and
PðTyCÞ are affected by the traffic intensity q and the delay
upper bound DT.

Fig. 4 plots the results for P(TC) and D(TC) with varying q
and TC values. We have the following observations. Firstly,
when q increases (under a fixed TC), the power consump-
tion increases however the packet delay decreases. This
is because a larger q indicates a higher traffic rate, hence
the listening window gets extended more to serve the data
packets. As a result, the sleep window becomes smaller
during which less packets are queued up. Secondly, as TC

increases (with a fixed q), the power consumption de-
creases but the packet delay increases. This is because a
larger TC reduces the per-sleep cycle AAI-TRF-IND signaling
overhead, hence conserving more power; however it also
yields a larger sleep window during which more packets
are queued up and have to wait for a longer time before
being served.

Fig. 5 plots the results for TyC and PðTyCÞ with varying q
and DT values. We can see that TyC increases with q. This
is because a higher q indicates a higher traffic rate, hence
the MS spends more time serving the data traffic. To
achieve this goal, the MS needs to increase the sleep cycle
to reduce the signaling overhead. Another observation is
that TyC also increases with DT. This is because a less strin-
gent delay constraint allows the MS to operate with a lar-
ger sleep cycle (hence a larger sleep window), which in
turn reduces the signaling overhead and the average power
consumption.



20 40 60 80 100
0

20

40

60

80

100

120

TC (ms)

P(
T C

) (
m

W
)

ρ=0.1
ρ=0.3
ρ=0.5
ρ=0.7

20 40 60 80 100
0

10

20

30

40

50

TC (ms)

D
(T

C
) (

m
s)

ρ=0.1
ρ=0.3
ρ=0.5
ρ=0.7

Fig. 4. Numerical results for P(TC) and D(TC) with varying q and TC values. We assume that s = 0.5 ms, r = 0.25 ms, PA = 150 mW and PS = 2 mW.

0.2 0.4 0.6 0.8
0

500

1000

1500

2000

ρ

T C+
 (m

s)

DT=5 ms

DT=10 ms

DT=20 ms

DT=100 ms

0.2 0.4 0.6 0.8
0

50

100

150

ρ

P(
T C+

) (
m

W
)

DT=5 ms

DT=10 ms

DT=20 ms

DT=100 ms

Fig. 5. Numerical results for TyC and PðTyCÞ with varying q and DT values. We assume that s = 0.5 ms, r = 0.25 ms, PA = 150 mW and PS = 2 mW.

S. Jin et al. / Computer Networks 55 (2011) 3774–3783 3779
4. The proposed ASMM scheme

In this section, we present our proposed adaptive sleep
mode management scheme, called ASMM. ASMM is exe-
cuted at the BS. It (1) monitors downlink packets for each
MS and estimates the packet arrival rate online, based on
which (2) it adjusts the sleep cycle for the MS and uses
the AAI-SLP-REQ signaling message to notify the station
of the new sleep cycle length. Once the MS receives AAI-
SLP-REQ, it starts the next sleep cycle following the BS’s
instruction.

4.1. Estimation of the packet arrival rate

ASMM employs a modified moving average algorithm
to estimate the packet arrival rate based on the observed
packet arrival times. Let Tn denote the time instance when
the nth downlink packet for the MS arrives at the BS. Let kn

denote the estimation of the packet arrival rate at time Tn.
ASMM estimates kn in the following manner:

kn ¼

kn�1ð1�wÞ þ 1
Tn�Tn�1

w; if a packet arrives within

the last 1
kn�1

time;
kn�1

2 ; if no packet arrives within
the last 1

kn�1
time;

8>>>>><>>>>>:
ð25Þ
where w(0 < w < 1) is a weighting factor. Basically, upon a
packet arrival, k is updated with a weighted moving aver-
age. If there is no packet arrival during a certain time per-
iod (i.e., 1

k), k is reduced to one half of its previous value.
Initially, we set k0 = 0 and T0 = 0.

In the case when there exist multiple connections with
different delay requirements, we set DT to be the most
stringent delay requirement in our proposed scheme since
the 802.16m standard only allows a single power saving
class for each mobile station.
4.2. Adjustment of the sleep cycle

At the end of each sleep cycle, ASMM makes an adjust-
ment to the sleep cycle length and the BS notifies the MS of
the adjustment via the AAI-SLP-REQ message. As shown in
Fig. 6, there are two operating states for adjusting the sleep
cycle length:

� S1: when there are no packet arrivals during the previ-
ous sleep cycle, the sleep cycle length will be doubled;
if the sleep cycle length has reached the maximum
value Tmax

C , it remains unchanged.
� S2: when some packets arrive during the previous sleep

cycle, the sleep cycle length will be reconfigured. We
assume that s and r of the packet transmission time
as well as the power consumptions PA and PS are known



Fig. 6. State transition diagram in ASMM.
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a priori. Then the length of the next sleep cycle is set to
the optimal value TyC based on the most recently esti-
mated packet arrival rate k, i.e., the solution to the opti-
mization problem specified by Eq. (1) in Section 3.
Moreover, the maximum value for the sleep cycle
length is updated to Tmax

C ¼ cTyC , where c P 1 is a design
parameter. We will evaluate the effects of c in Section 5.

To help further understand how ASMM works, we show
an example scenario in Fig. 7. In this example, there are no
packet arrivals during the first three cycles; therefore, the
sleep cycle length keeps doubling (from 5 ms to 10 ms to
20 ms to 40 ms). In comparison, since packets arrive during
the next three cycles, the sleep cycle length is reconfigured
at the end of each one (to 15 ms, 10 ms and 30 ms, respec-
tively). Then the sleep cycle length is doubled at time
130 ms as no packets arrive during the seventh cycle.
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5. Performance evaluation

We evaluate the effectiveness of our proposed ASMM
scheme using simulations. We compare ASMM with a na-
ive scheme which (1) doubles the sleep cycle TC when
there is no traffic in the previous cycle; and (2) resets TC

to 10 ms otherwise. Tmax
C is set to 5.115 s (= 5 ms � 1023)

– the maximum allowed by the IEEE 802.16m standard.
The following parameters are used in the simulations:
s = 0.5 ms, r = 0.25 ms, PA = 150 mW and PS = 2 mW, which
are also used in [11].
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Fig. 8. The effects of c in ASMM.
5.1. Effects of c in ASMM

We evaluate the effects of c – the design parameter in
ASMM that determines the maximum sleep cycle for an
Fig. 7. An example of the operation o
MS. Fig. 8 compares the performances of ASMM with dif-
ferent c values under different traffic arrival rates (k) and
delay constraints (DT).

It is very interesting to see that, when c has a large
value (i.e., P2), the average packet delay is indeed high-
er than the delay bound, although ASMM is designed to
converge to the optimal point where the delay can be
bounded while the power consumption is minimized.
This counterintuitive observation is surprising at first
sight, but rather reasonable for the following reason. In
ASMM, when there are no packet arrivals during a sleep
cycle, the length of the sleep cycle will be doubled. As a
result, when packets start arriving after a long idle peri-
od, the sleep cycle and hence the sleep window could be
very large, which in turn results in large delivery delay
for these newly-arrived packets. As shown in the figure,
this phenomenon is particularly salient when the traffic
load is light, since the MS may experience a longer idle
period under light traffic conditions than when the traffic
load is heavy. On the other hand, when c takes a smaller
value less than two, the delay constraint can be better
satisfied, since the maximum length of the sleep cycle
and hence the sleep window is effectively limited. Based
on these observations, we empirically set c to 1.5 in
ASMM.
f the proposed ASMM scheme.



Table 2
Performance comparison with different k values.

k (packets/ms) 0.01 0.1

P (mW) D (ms) P (mW) D (ms)

Naive scheme 3.33189 120.907 11.1246 13.5286
ASMM with

DT = 100 ms
2.87478 91.8521 9.34492 103.607

ASMM with
DT = 20 ms

4.82035 15.7767 9.6383 18.5469
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Fig. 10. ASMM behavior with k varying
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5.2. Performance comparison

We simulate ASMM and the naive scheme under differ-
ent traffic conditions: k = 0.01 (light traffic) and k = 0.1
(heavy traffic). For ASMM, we set different delay upper
bounds: DT = 100 ms (loose delay constraint) and
DT = 20 ms (tight delay constraint). Results are summa-
rized in Table 2 and we have the following observations.
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from 0.4 to 0.01 to 0.1 over time.
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When traffic load is light, the naive scheme yields a high
packet delay (around 120 ms). This is because the naive
scheme simply doubles or resets the sleep cycle length
without considering the delay performance. In comparison,
ASMM takes into consideration the delay constraint when
adjusting the sleep cycle. Hence, the delay constraint is al-
ways satisfied. We can see that, when the delay constraint
is tight at DT = 20 ms, more power is consumed as the
tradeoff. However, when the delay constraint is loose at
DT = 100 ms, ASMM yields a better performance in both
power consumption and packet delay than the naive
scheme. This is due to the relatively stable and large sleep
cycle used by ASMM, comparing to the large variation
range of the sleep cycle (from 10 ms to 5.115 s) in the naive
scheme.

When traffic load is heavy, the naive scheme is busy
serving data packets and rarely has the chance to double
the sleep cycle. As a result, the packet delay is low while
the power consumption is high. In comparison, ASMM
carefully adjusts the sleep cycle for the MS so that the
MS may sleep for a longer period (with a larger sleep cycle
hence a large sleep window) to save more power while
making sure that the delay constraint is satisfied. As shown
in the table, ASMM allows a higher packet delay (than the
naive scheme) to be around the delay constraint while sav-
ing about 15% power.

We investigate the behavior of ASMM and the naive
scheme further by plotting their instant power consump-
tion and average packet delay (in each sleep cycle) when
k = 0.01 in Fig. 9. In this figure, we can clearly observe (1)
high power consumption and unpredictable delay perfor-
mance with the naive scheme; (2) ASMM’s packet delay
around the desired delay constraint; and (3) low power
consumption by ASMM.

Finally, we study the behavior of ASMM when the
traffic rate varies over time. As shown in Fig. 10, k is ini-
tially set to 0.4 in the simulation, then reduces to 0.01 at
time 10 s, and then changes to 0.1 at time 20 s. Traces
for instance power consumption as well as average pack-
et delay show that ASMM is able to track the variation of
k well and adjust the sleep cycle accordingly. Over the
entire 30 s period, the average packet delay is always
around the target 20 ms, while the sleep cycle is ad-
justed over time to conserve as much power as possible.
For example, between time instances 10 s and 20 s, lar-
ger sleep cycles are used (which is evidenced by the
sparse delay trace in the period) to deal with the light
traffic condition and allow the MS to sleep longer to save
more power (which is evidenced by the low power trace
in the period).

6. Conclusion

In this paper, we investigate the sleep mode manage-
ment issues in IEEE 802.16m WMANs. We conduct a com-
prehensive analytical study on the power consumption
and average packet delay for 802.16m MSs. Based on the
analytical results, we propose a novel adaptive sleep mode
management scheme called Adaptive Sleep Mode Manage-
ment (ASMM) to minimize the power consumption of an
802.16m MS while satisfying a user-specified packet delay
constraint. Simulation results show that ASMM performs
well under various traffic conditions and delay constraints,
particularly when the traffic load is light and the delay con-
straint is less stringent.
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